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1 Introduction
During the test activities at Vikboplan we demonstrated the point to point functionality using first Mobile IPv6 Mobile Nodes and then NEMO (Network Mobility).  The test procedures included running some network latency tests using both TCP and UDP packets of varying size.  During the NEMO tests we also ran some network latency tests using correct CPDLC messages and the Dialogue Service provided by Eurocontrol with extensions by LFV.

This document aims to present the results of those network latency tests, carried out in June and October 2009.
Tests
The tests were run on two different occasions with three different mobility settings: Mobile Node; Mobile Router; and ordinary IPv6 node.  In the latter case, NEMO functionality was provided by the VDL4 Ground Stations operating as a virtual mobile router for the simulated aircraft.  These tests were performed on two different simulated aircraft nodes.
The roundtrip times were measured by running two applications, one on the mobile node and one on a stationary server node.   The applications sent messages containing timestamps, and optional extra payload, allowing the mobile node to calculate the total time spent between sending the message and receiving the response.  In all tests using this application, TCP messages were sent with a 1 second interval after receiving the response from the previous message, UDP messages were sent with a 5 second delay between each message.
1.1 Mobile Node
During the test activities in June 2009 we ran series of messages with a payload of 39 bytes.  The first series used TCP, with the TCP header and two IPv6 headers the total packet size was 139 bytes.  The second series used UDP, with the UDP header and two IPv6 headers, hence a total packet size of 127 bytes.  The reason we get double IPv6 headers is that Mobile IPv6 sends IPv6 packets through an IPv6 tunnel, giving us two sets of 40 byte headers.
The tests continued with closing down the Mobile IPv6 stack and running the same tests completely without mobility using the local network addresses of the mobile nodes.  This removes the IPv6 tunnel and reduces packet sizes with 40 bytes, resulting in 99 byte packets for TCP and 87 byte packets for UDP.  This test was performed in order to get a hint at the network latency we would see during October in the NEMO router tests.
	Node
	TCP 139 bytes
	UDP 127 bytes
	TCP 99 bytes
	UDP 87 bytes

	CPDLC1
	2.14 s
	1.55 s
	1.01 s
	0.64 s

	CPDLC2
	1.74 s
	1.58 s
	0.88 s
	0.5 s


Table 1 Average roundtrip times first test
That UDP is consistently faster than TCP is due to the unconfirmed nature of UDP.  TCP packets are always confirmed with an acknowledgement, requiring more packets to be sent through the air and leading to longer overall roundtrip times.  We can also see a marked decline in overall response times when we were running without Mobile IPv6, resulting in less overhead.   The smaller overall packet size allows for a more efficient sending by the VDL4 transceivers.
We then ran messages concurrently on both mobile nodes with a payload of 55 bytes.  With TCP the total packet size was 115 bytes and with UDP 103 bytes.

	Node
	TCP 115 bytes
	UDP 103 bytes

	CPDLC1
	2.11 s
	0.66 s

	CPDLC2
	2.23 s
	0.53 s


Table 2 Average roundtrip times when sending concurrently

Comparing the UDP times to the times achieved with only one node sending, we can see no significant differences in the roundtrip times measured.  The times measured with TCP are also in line with the times we saw in the previous test with the larger total packet size.  This again shows the effect on total roundtrip time given by the more efficient sending available with smaller packet sizes (Due to Short Transmission Protocol being used rather than Long Transmission Protocol - see ref 3).

1.2 Mobile Router

For our second round of tests at Vikboplan, in October 2009, we used a similar setup as in the first tests, only this time one of the Mobile Nodes (CPDLC1) was configured as a Mobile Router, using Network Mobility (NEMO).


This time we started by sending two sets of messages with 39 byte payloads to get a start measurement of the roundtrip times and then proceeded to send concurrent packages from the two nodes.  As we were running a Mobile Node and a Mobile Router, all packages were sent through the IPv6 tunnel giving us double IPv6 headers.

	Node
	TCP 139 bytes
	UDP 127 bytes

	CPDLC1
	1.95 s
	1.90 s

	CPDLC2
	2.06 s
	1.56 s


Table 3 Average roundtrip times Mobile Router test

The results here are similar to the earlier test, which is to be expected as there is no fundamental difference in the communication setup between this and the first test.
We proceeded to run concurrent sending tests, all with a payload of 55 bytes.  First we sent messages using TCP and then with UDP, just as we did during the first test session.

	Node
	TCP 155 bytes
	UDP 143 bytes

	CPDLC1
	5.52 s
	4.41 s

	CPDLC2
	3.44 s
	3.86 s


Table 4 Average concurrent roundtrip times using a Mobile Router

With the larger packet size and both nodes being forced to use the less efficient mode of sending packets we see a marked increase in roundtrip times.  
The median value of the TCP roundtrip times are 2.69 s and 2.90 s for CPDLC1 and CPDLC2.  This indicates that a few messages with high roundtrip times due to resending are responsible for the high average.

1.3 IPv6 Node

1.3.1 Explanation of ground based NEMO
NEMO (Network Mobility) is an extension to Mobile IPv6 that enables entire networks to attach at different points in a network and allowing every node on the Mobile Network to be reachable while moving around.   This is implemented so that the Mobile Router, connecting the Mobile Network to the physical network, handles all communication with the Home Agent making the network mobility transparent to all network nodes.  Any nodes on the Mobile Network can be completely ignorant of Mobile IPv6 functionality.
When the aircraft transceiver makes contact with a Ground Station and sets up the IP tunnel over the point to point connection it communicates the network prefix and Home Agent it uses to the Ground Station.   The Ground Station then sets up what can be described as a virtual router for that aircraft, registering the network with the Home Agent and sending the network prefix to the aircraft with standard IPv6 Router Advertisement signalling.  As the aircraft makes contact with and performs a handover to another Ground Station, the virtual router is moved along to the new Ground Station, exactly as a physical Mobile Router would on the aircraft.
This gives us two strong positive effects:  
1. The aircraft does not need to know anything about Mobile IPv6
. 
2. There is no need for an extra IPv6 tunnel, saving 40 bytes overhead on each message.

1.3.2 Roundtrip time measurements 

We ran the same set of tests as in 2.2 with both nodes running as ordinary IPv6 nodes and the Ground Stations providing the network mobility.   This reduced the packet size by 40 bytes giving us TCP packets of 99 and 115 bytes and UDP packets of 87 and 103 bytes.
	Node
	TCP 99 bytes
	UDP 87 bytes

	CPDLC1
	1.42 s
	0.69 s

	CPDLC2
	1.02 s
	0.57 s


Table 5 Average roundtrip times ground based NEMO

Here we can see the same low roundtrip values as we did in 2.1 when running without mobility, except that this time we are on a mobile network.

	Node
	TCP 115 bytes
	UDP 103 bytes

	CPDLC1
	3.27 s
	1.42 s

	CPDLC2
	2.71 s
	0.64 s


Table 6 Average concurrent roundtrip times using ground based NEMO

Running the concurrent sending test confirms what we have seen before; we get significantly lower roundtrip times when the overhead is smaller allowing the transceiver to use the Short Transmission Protocol defined in Ref 3.  
Just as in the previous test results we see that the median values for the TCP roundtrip times, 1.71 s and 1.70 s, are much lower than the averages.  For CPDLC1 in particular, there is one roundtrip measurement that stands out, without which the average would have been 2.76 s instead.
We also ran an extra test with this setup, with CPDLC1 sending TCP packets with a 55 byte payload concurrently with CPDLC2 sending UDP packets with a 55 byte payload.

	Node
	TCP 115 bytes
	UDP 103 bytes

	CPDLC1
	2.90 s
	

	CPDLC2
	
	0.99 s


Table 7 Average concurrent roundtrip times using ground based NEMO and different transport protocols

1.4 Dialogue Service
In order to better understand roundtrip times with actual CPDLC traffic, we have built an application that uses the ATN-IPS Dialogue Service, provided by Eurocontrol to send and receive CPDLC encoded free text messages, to send timestamps from the mobile node to a stationary server.   Between each message measuring roundtrip times, four clearance requests are sent from the mobile node with automatic responses generated from the stationary server.  We generated one message every five seconds when we ran the tests.
This gives us a mix of messages with different payload sizes and can be used to provide background traffic during later tests.

The payload sizes of these messages range from 18 bytes up to 53 bytes, with the smallest being logical acknowledgement messages and the largest being the free text response with two timestamps included.  This gives us network packet sizes between 78 and 113 bytes.
The average roundtrip time for these CPDLC dialogues was 4.05 s and the median was 3.13 s.

While these times may seem long compared to what we received when using a pure TCP client/server application, we need to know what we are comparing.   These CPDLC dialogues are secured with a logical acknowledge message being returned as well as the response message.   So, for each message roundtrip measured, we are really seeing four TCP packets which with the TCP confirmation packages mean 8 transactions were sent and received by the transceiver.
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This is double the traffic of our previous measurement, so the results here are in line with our previous results.
2 Compression of IP headers

One activity remains within the project in order to optimise the performance of the datalink, Robust Header Compression Framework (ROHC) as specified in RFC 4995. 
When implemented the remaining IP headers will be reduced to approximately 4 bytes. Latency tests will be performed during March or April 2010 and this document will be updated.
� This is especially good as Windows operating systems currently have no support for running a Mobile Node.
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