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SUMMARY

This communique identifies changes to the VDL Mode 3 standards per ATNP requests and provides responses to ATNP Communiques regarding the Frame Mode interface and VDL Mode 3 development.

Introduction

The ATNP Working Group B met at the beginning of March, 2001 and forwarded 3 communiques to this working group regarding the future of VDL Mode 3.  Appendix D to their WG-B report (AMCP WG-M/2 WP3) provided a response to our last communique regarding feedback on their proposed ATN Frame Mode interface.  This information is appreciated and noted.  Appendix E to their WG-B report (AMCP WG-M/2 WP4) identifies issues that WG-B considers need to be addressed for the VDL Mode 3 subnetwork to interface with the ATN Frame Mode.  Appendix F to their WG-B report (AMCP WG-M/2 WP5) identifies that their working group has assumed the material formerly in Appendix F of the Manual on VDL Mode 3 Technical Specifications into the ATN Technical Provisions and requests that we remove the duplicate material, per previous coordination. 

Incorporation of ATN Frame Mode Interface

Modifications to the Manual on VDL Mode 3 Technical Specifications to support the ATNP frame mode interface is documented in AMCP WG-M/2 WP9 titled ''Proposed Updates to VDL Mode 3 Protocols to Harmonize with ATNP Regarding Frame Mode Operation", which documents the Amendment Proposals related to the requested changes by ATNP WG-B in their Appendix F and parts of Appendix E.  The relevant Amendment Proposals are attached to this Communique.

This working paper focuses on responses to the rest of the material requesting further work by this working group, as follows.

Support for Stream-mode Compression

The VDL Mode 3 has a conflict between its requirement to support frame-level prioritization of traffic to optimize the transit delay for higher priority packets and the ATNP's desire to support stream-mode compression, which cannot tolerate reordering of packets.

ATNP WG-B proposes three options for dealing with Stream-mode compression for VDL Mode 3:

a) All or part of the functions of the Air/Ground Router are more closely integrated with the VDL Ground Network permitting compression to be performed at the Ground Station and in the “just in time” fashion needed to resolve the conflict between priority and compression.

b) Only packets with a priority lower than some threshold are Deflate compressed and all others are transferred uncompressed. In the VDL Mode 3 context this probably means that D-FIS data is compressed but not CPDLC or ADS. This permits the actual priority of the uncompressed packets to be made available to VDL Mode 3.

c) The Air/Ground Router is given a means to determine the current uplink queue length for a given aircraft and can thus determine the priorities of the packets in the queue (from information saved when they were compressed). Packets that have a higher priority than any in the current queue are then sent uncompressed and may hence “jump the queue”.

The 'do-nothing' option to hide the priority of packets appears to violate requirements on the router and the subnetwork and is viewed as unacceptable.  Option a) conflicts with the voice requirements of the VDL Mode 3 whereby a central controller, known as a GNI, is needed to coordinate the remote radios.  It also bypasses parts of the VDL Mode 3 capabilities to provide priority queuing.  Option c) violates OSI layering.  Furthermore and more importantly, it is unlikely that performance requirements could be achieved with the latencies likely between control and remote sites (20-50ms nominally).  Note that the ground system has to deal with the message queuing for ALL aircraft.  This is why the message queuing portion of the DLS is distributed out to the remote sites, thereby incurring the latencies above.  Option b) is viable if you wish to minimize perturbation of the system.  There is also a fourth option not presented by ATNP.  That is to have the subnetwork handle the stream compression similar to most other commercial link protocols that perform stream compression, like the ITU modem standards or PPP.  Placing the stream-mode compression within the link layer is usually recommended, as the specific details of the subnetwork can be utilized to optimize the compression and any issues with packet reordering can be properly handled.  Regarding the ATN stream-mode compression, there is serious concern with moving the compression too high in the protocol stack.  The prioritization of packets is a critical function to the VDL Mode 3, to ensure requirements are achieved.  As such, the priority of packets must be maintained.  This would suggest the compression occur downstream from the reordering of packets that may occur due to the priority queuing.  Therefore, AMCP WG-M requests ATNP adjust their documentation of DEFLATE in such a manner that it may be outreferenced by other systems, so that the stream-mode compression defined in the ATN could be implemented within the subnetwork.

AMCP WG-M is concerned that the ATN Frame Mode interface requires a specific implementation with distributed routers at all ground stations.  Locating routers at all VDL Mode 3 ground stations is an impractical implementation for air/ground communications.

Handoff

Based on concerns expressed by ATNP WG-B in their communique, there appears to be a misunderstanding regarding VDL Mode 3 handoff.  While the GNI 'hides' some handoffs from the ground router, the Aircraft Network Interface (ANI) similarly hides the change in ground station due to handoff from the air router.  There is no asymmetry between the aircraft and ground routers.  

Regarding the possible loss of queued information, the system does not require one to forward the current state information from the previous DLS entity to the new DLS entity.  However, there is a performance penalty to be recognized if this is not done.  If one wants to operate the optional capability of DEFLATE, then the option of forwarding the queue information needs to be exercised.  As the the DEFLATE state is already being passed, the small amount of data that comprises the queue is insignificant.  Material is being added to the Manual on the Implementation of the VDL Mode 3 suggesting this implementation, as this is ground functionality and not an international interoperability requirement.

VDL Mode 3-Specific SNDCF

It is unclear why the ATNP views our subnetwork compressor as SNDCF functionality, yet completely ignores defining the few items that are truely needed by an SNDCF, in other words, what to do with JOIN and LEAVE events and how to forward data packets, as indicated by the material in Section 7.2.3 of the Manual on VDL Mode 3 Technical Provisions.  This information is provided for the ATN Frame Mode subnetwork defined in WP116, yet is left off of WP121 for the VDL Mode 3-specific interface.  It is suggested that ATNP consider rectifying this deficiency.  Furthermore, it is noted that the material contained in WP116 explicitly prevents the use of the VDL Mode 3-specific SNDCF.  The ATNP is requested to clarify the material such that it is clear that the VDL Mode 3-specific SNDCF is allowed for use.

Conclusions

ATNP WG-B is invited to consider the above in their deliberations regarding the Frame Mode subnetwork interfaces.

ATTACHMENT

Amendment Proposal

	Title:
	Frame Mode

	AP working paper number and date
	M2/WP9 25 Apr 2001 

	Document(s) Affected:
	Manual on VDL Mode 3 Technical Specifications

	Document Version:
	AMCP/7 Report AI1 Appendix B 

	Sections of Documents Affected:
	5.7.2.1.2, Tables 5-59a/b, 5.7.3.3.4.1, 6.7.2.2, 7.2.3.2.5, Appendix F

	Coordinator:
	Robert Morgenstern

	    Coordinator's Address:
	1820 Dolley Madison Blvd, M/S W387

McLean, VA  22102

USA

	   Coordinator's Phone:
	+1 703 883 7846

	   Coordinator's Fax:
	+1 703 883 1367

	   Coordinator's E-mail Address:
	Rmorgens@mitre.org

	Category:
	CRITICAL

	Problem description:
	Changes necessary to fully integrate ATNP material on the Frame Mode interface as well as their assumption of the VDL3 Frame Mode compression requirements.

	Background:
	[Validation Details]

Validated by inspection.

	Backwards compatibility:
	Yes.  Adding new functionality.  Modification to JOIN event will not have impact on existing interfaces beyond possibly improving performance.

	Amendment Proposal:
	See attached for specific changes to TM.

	WG-M Status:
	PROPOSED 30/3/01

ACCEPTED 26/4/01


The following modifications are needed in the Manual on VDL Mode 3 Technical Specifications to harmonize with the ATNP documentation regarding the ATN and VDL3 Frame Mode interfaces.

5.7.2.1.2







    Net Entry. The net entry procedure shall begin with the aircraft station transmitting a Net Entry Request message following a successful net initialization.  The transmission of the Net Entry Request message and the subsequent retransmission, if enabled, shall follow the procedures described in Appendix D. The Net Entry retransmission shall continue until a Net Entry Response message is received or the number of retransmissions reaches NL1.  After NL1 retries (Table 5-60a), the SN-SME shall be notified.  If a Net Entry Response message is received, the aircraft station shall transmit a Poll Response message in the next MAC cycle.  If the Net Entry Response message is of type "previous link preserved," the aircraft TL3 timer (Table 5-60a) shall be stopped.
Note.( All configurations that offer one or more data circuit(s) must support net entry (3V1D, 2V2D, 2V1D, 3T).  The voice only configurations (3V, 4V, 3S and 2S1X) may support net entry if discrete addressing is enabled by the ground user.

Upon receiving a Net Entry Request message, the ground shall check the aircraft ICAO number.  If this number has been assigned a Local ID and the TL3 timer has not been started, the ground shall transmit the Net Entry Response message of type “previous link preserved.”  When the Poll Response message is received by the ground station, the ground station shall respond by sending a Reservation Response message to the entering aircraft during the next MAC cycle.  This message shall be either a reservation or a RACK if data slots were requested or a “no reservation” message if no data slots were requested.

If the aircraft ICAO number has not been assigned a Local ID, the ground shall assign the next available Local User ID to the requesting aircraft and the pending disconnect link table shall be examined.  If the aircraft ICAO number is found in the table, the link status shall be reinstated, the TL3 timer shall be stopped, and the link port address shall be changed to the new radio station port address.  The ground shall transmit the Net Entry Response message of type "previous link preserved."  When the Poll Response message is received by the ground station, the ground station shall respond by sending a Reservation Response message to the entering aircraft during the next MAC cycle.  This message shall be either a reservation or a RACK if data slots were requested or a “no reservation” message if no data slots were requested. 

If the aircraft ICAO number is not found in the table and a Local ID has been assigned, the ground shall transmit the Net Entry Response message of type "no previous link."  When the Poll Response message is received by the ground station, the ground station shall respond by sending a Reservation Response message to the entering aircraft during the next MAC cycle.  This message shall be either a reservation or a RACK if data slots were requested or a “no reservation” message if no data slots were requested.  If an aircraft receives a Net Entry Response message of type "no previous link", it shall also form a join event message, as required by the supported network stack, and deliver it to the air router.

If there are already 60 aircraft in the net when the Net Entry Request message is received, the ground LME shall respond with a Net Entry Response message with the local identifier field set to 0 indicating that the net is currently full. The aircraft shall then use an Aircraft ID of 61 to indicate that it has not entered the net, when communicating with the ground station and other aircraft.

If a duplicate Net Entry Request message is received it shall be discarded.
If the requesting aircraft does not receive a Reservation message from the ground in the next MAC cycle after transmitting the Poll Response message, it shall restart the net entry procedure.

Note 1. ( The GNI provides a connection management function across multiple ground stations such that the same subnetwork connections are maintained with aircraft served by those ground stations.  A description of the GNI function is provided in the Implementation Aspects for VDL Mode 3.

Note 2. – A Net Entry Request message is considered to be a duplicate if a ground station receives a retransmitted Net Entry Request while it is still processing a previously received Net Entry Request from the same aircraft.

Note 3. – Aircraft receiving a “Net Full” indication in the Net Entry Response message are expected to operate in a limited manner until the pilot manually directs the LME to re-initiate the Net Entry Process.

Table 5-59a.  XID Parameters
	
	
	Air initiated

Link establishment
	Link connection

rejection

	
	Source 
	Aircraft
	New ground

Station
	Any station

	
	Destination
	Proposed ground station
	Aircraft
	Any station

	XID parameters
	GI
	PI
	CTRL_CMD_LE 
	CTRL_RSP_LE


	CTRL_RSP_LCR

CTRL_CMD_LCR

	Public parameters

(8885:1993:Mode 3)
	
	
	
	
	

	Parameter set ID
	80h
	01h
	N/A
	O
	N/A

	N1-downlink
	80h
	05h
	N/A
	O
	N/A

	N1-uplink
	80h
	06h
	N/A
	O
	N/A

	Counter N2
	80h
	0Ah
	N/A
	O
	N/A

	Timer T1
	80h
	09h
	N/A
	O
	N/A

	T-ack
	80h
	08h
	N/A
	0
	N/A

	Private parameters (V)
	
	
	
	
	

	Parameter set ID
	F0h
	00h
	O
	O
	M

	SQP
	F0h
	02h
	O
	O
	N/A

	LCR cause
	F0h
	06h
	N/A
	N/A
	M

	Modulation support
	F0h
	81h
	O
	N/A
	N/A

	Private parameters (W)
	
	
	
	
	

	Parameter set ID
	F0h
	00h
	M
	M
	O

	Algorithm version  number
	F0h
	01h
	O
	O
	O

	Network initialization
	F0h
	02h
	M
	M
	N/A

	Connection check
	F0h
	03h
	N/A
	N/A
	N/A

	Version
	F0h
	04h
	O
	O
	O

	Authentication
	F0h
	05h
	O
	O
	O

	Subnetwork User Data
	F0h
	06h
	O
	O
	O

	NM1
	F0h
	42h
	N/A
	O
	N/A

	RR
	F0h
	43h
	N/A
	O
	N/A

	WR
	F0h
	44h
	N/A
	O
	N/A

	RE
	F0h
	46h
	N/A
	O
	N/A

	RL
	F0h
	47h
	N/A
	O
	N/A

	Timer T3
	F0h
	48h
	N/A
	O
	N/A

	NL1
	F0h
	49h
	N/A
	O
	N/A

	Timer TL3
	F0h
	4Ah
	N/A
	O
	N/A

	Timer TL4
	F0h
	4Bh
	N/A
	O
	N/A

	WE
	F0h
	4Ch
	N/A
	O
	N/A

	Operative_GNIp
	F0h
	4Fh
	O
	O
	N/A

	Aircraft_TMbB
	F0h
	50h
	O
	O
	N/A

	MbB_Operations_Permitted
	F0h
	51h
	O
	O
	N/A

	Expedited recovery
	F0h
	80h
	O
	N/A
	N/A

	t
	F0h
	81h
	O
	N/A
	N/A

	f
	F0h
	82h
	O
	N/A
	N/A

	Former_GNIp
	F0h
	83h
	O
	O
	N/A

	Counter NL2
	F0h
	C1h
	N/A
	O
	N/A


Table 5-59b. XID Parameters
	
	
	Addressed link parameter modification
	Broadcast link parameter modification

	
	Source 
	Current ground

station
	Aircraft
	Current ground station

	
	Destination
	Aircraft
	Current ground

Station
	Aircraft

	XID parameters
	GI
	PI
	CTRL_CMD_LPM 
	CTRL_RSP_LPM


	CTRL_CMD_LPM

(GSIF) 

	Public parameters (8885:1993:Mode3)
	
	
	
	
	

	Parameter set ID
	80h
	01h
	O
	N/A
	O

	N1-downlink
	80h
	05h
	O
	N/A
	O

	N1-uplink
	80h
	06h
	O
	N/A
	O

	Counter N2
	80h
	0Ah
	O
	N/A
	O

	Timer T1
	80h
	09h
	O
	N/A
	O

	T-ack
	80h
	08h
	N/A
	0
	N/A

	Private parameters (V)
	
	
	
	
	

	Parameter set ID
	F0h
	00h
	O
	O
	O

	SQP
	F0h
	02h
	O
	O
	O

	LCR cause
	F0h
	06h
	N/A
	N/A
	N/A

	Modulation support
	F0h
	81h
	N/A
	N/A
	N/A

	Private parameters (W)
	
	
	
	
	

	Parameter set ID
	F0h
	00h
	O
	O
	O

	Algorithm version number
	F0h
	01h
	O
	N/A
	O

	Network initialization
	F0h
	02h
	O
	O
	O

	Connection check
	F0h
	03h
	O
	O
	O

	Version
	F0h
	04h
	N/A
	N/A
	O

	Authentication
	F0h
	05h
	O
	O
	O

	Subnetwork User Data
	F0h
	06h
	O
	O
	O

	NM1
	F0h
	42h
	O
	N/A
	O

	RR
	F0h
	43h
	O
	N/A
	O

	WR
	F0h
	44h
	O
	N/A
	O

	RE
	F0h
	46h
	O
	N/A
	O

	RL
	F0h
	47h
	O
	N/A
	O

	Timer T3
	F0h
	48h
	O
	N/A
	O

	NL1
	F0h
	49h
	O
	N/A
	O

	Timer TL3
	F0h
	4Ah
	O
	N/A
	O

	Timer TL4
	F0h
	4Bh
	O
	N/A
	O

	WE
	F0h
	4Ch
	O
	N/A
	O

	Operative_GNIp
	F0h
	4Fh
	O
	O
	O

	Aircraft_TMbB
	F0h
	50h
	O
	O
	O

	MbB_Operations_Permitted
	F0h
	51h
	O
	O
	O

	Expedited recovery
	F0h
	80h
	N/A
	N/A
	N/A

	t
	F0h
	81h
	O
	N/A
	O

	f
	F0h
	82h
	O
	N/A
	O

	Former_GNIp
	F0h
	83h
	O
	O
	O

	Counter NL2
	F0h
	C1h
	O
	N/A
	O


5.7.3.3.4.1.7 Subnetwork User Data parameter.   The subnetwork user data parameter allows for any subnetwork or network level messages to be combined with the CTRL frame exchange, such as ISH packets.  The subnetwork user data parameter format shall be as defined in Table 5-67f.  If included as a subparameter in the Network Initialization parameter, the content of the value field shall be forwarded to the subnetwork interface for which this is a subparameter.  Otherwise, the content of the value field shall be forwarded to the raw subnetwork interface.
Table 5-67f:  Subnetwork User Data Parameter

	Parameter ID
	0
	0
	0
	0
	
	0
	1
	1
	0
	User Data

	Parameter length
	n8
	n7
	n6
	n5
	
	n4
	n3
	n2
	n1
	

	Parameter value
	v8
	v7
	v6
	v5
	
	v4
	v3
	v2
	v1
	Value


6.7.2.2    CLNP compression.  The compression technique to be used for CLNP packets shall be defined in ICAO Doc 9705 (3rd Edition), Sub-Volume V, Section 5.7.9.  The Type-Specific Information subfield of the Payload octet shall be encoded per Table 5-1 of the referenced document.  For non-compressed CLNP, the Type-Specific Information subfield shall be binary 0000.

{Editors Note, I assume Table 5-1 will be renumbered when the text from ATNP WG-B, WP121 is integrated into Doc 9705.  This reference will need to be updated accordingly}
Insert the following new section:
6.7.4    Router Interface Recommendation
The subnetwork should forward pertinent XIDs to the router, so as to prevent the need for the router to communicate additional information as separate messages and incur additional overhead. 

7.2.3.2.5
 CLNP Compression.

Compression of CLNP packets within the frame-based SNDCF shall be supported. Compression of CLNP packets shall be performed whenever ATN connectivity is specified and shall be performed according to the procedures defined in ICAO Doc 9705 (3rd Edition), Sub-Volume V, Section 5.7.9. Compression shall be performed on both broadcast and unicast packets. The use of compression shall be signaled during net entry, using the procedures described in Section 5.7.3.3.4.1.3. The compression status of each CLNP packet shall be indicated according to the procedures defined in Section 6.7.1. 

Move Appendix F in its entirety to the Manual on VDL Mode 3 Implementation Aspects, as a new Section 4.18, as it is now superceded by Section 5.7.9 of the ATN Technical Provisions.

Amendment Proposal

	Title:
	DLS State Forwarding

	AP working paper number and date
	M2/WP9bis 26 Apr 2001 

	Document(s) Affected:
	Manual on the Implementation of the VDL Mode 3

	Document Version:
	AMCP/7 Report AI1 Appendix C 

	Sections of Documents Affected:
	5.5.4.2

	Coordinator:
	Robert Morgenstern

	    Coordinator's Address:
	1820 Dolley Madison Blvd, M/S W387

McLean, VA  22102

USA

	   Coordinator's Phone:
	+1 703 883 7846

	   Coordinator's Fax:
	+1 703 883 1367

	   Coordinator's E-mail Address:
	rmorgens@mitre.org

	Category:
	ESSENTIAL

	Problem description:
	Change needed to indicate need to support the option forwarding of DLS state information if the router is going to support the optional DEFLATE stream-mode compression, so that the compressor does not need to be reset whenever the ground station is changed.

	Background:
	[Validation Details]

Validated by inspection.

	Backwards compatibility:
	Yes.  This is only affecting guidance material.

	Amendment Proposal:
	See attached for specific changes to IA.

	WG-M Status:
	PROPOSED 26/4/01

ACCEPTED 26/4/01


Insert a new Section 9.8 in the Manual on the Implementation of the VDL Mode 3 as follows:

9.8 DLS State Forwarding During Handoff

It is optional whether the ground station needs to forward the current state information of the Data Link Service entity to a new ground station when an aircraft hands-off between ground stations.  The Transport Layer should eventually recover any lost information that may be queued with the old ground station DLS entity.  To improve the efficiency of operation, the ground system may forward the queue states to the new ground station during the handoff operation, so that data may flow unperturbed.  

If the router is using the optional DEFLATE stream-mode compression, then it is strongly recommended that the ground system support this optional capability of forwarding the state information.  Otherwise, the compressor will need to reset upon every handoff, which will reduce the efficiency of the compressor and may degrade the system efficiency.
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