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Following on from previous interoperability test efforts, the Federal Aviation Administration (FAA) Technical Center and the Electronic Navigation Research Institute (ENRI) carried out interoperability and ATN data communication tests over IPv4 and IPv6 connectionless sub-networks via the public Internet. The purpose was to confirm the interoperability of the IP SNDCF implementations, to validate the IP SNDCF technical provisions, and to carry out a preliminary test of end-to-end air-ground communication in a simulated environment with an IP network as the ground network. Test cases examined the nominal protocol behaviour as well as recovery from link failures and packet loss. No problems were found with the IP SNDCF technical provisions. However, the issue of Path MTU may require careful consideration in IPv6 networks.

1. Introduction

The Federal Aviation Administration William J. Hughes Technical Center of the USA and the Electronic Navigation Research Institute of Japan have been conducting research programmes into CNS/ATM technologies, and for a number of years have been co-operating in interoperability tests, including VDL Mode 3 tests and ATN tests between BIS routers and CPDLC end systems.

Anticipating the use of Internet Protocol (IP) networks for ground data communication, Working Group N of the Aeronautical Communication Panel developed technical provisions for an IP sub-network dependent convergence function (SNDCF) to allow IPv4 and IPv6 networks to be used as sub-networks for ATN communication, and more recently, Annex 10 of the ICAO Treaty was revised to allow the use of IP networks for aeronautical telecommunication.

The FAA and ENRI have both implemented the IP SNDCF for IPv4 and IPv6 protocols in their experimental Ground-Ground BIS routers, and it was decided to carry out a series of tests to verify the interoperability of these dissimilar implementations. As well as checking communication between the BIS routers, basic end-to-end tests between ground and airborne CPDLC End Systems were also carried out using the IP sub-network link.

2. Interoperability Test Outline

2.1 Test Objectives and Scheduling

The purpose of the tests were as follows:

(1)
Verify the basic interoperability of the IP SNDCF between BIS routers.
Confirm connection of the ATN protocol stack lower layers (IPv4/IPv6, IP SNDCF, CLNP, IDRP) by confirming the sequence of transmission and reception of Protocol Data Units (PDU) from communication logs and confirming appropriate behaviour of the systems (e.g. update of routeing information tables).
(2)
Validation of the IP SNDCF technical provisions by interoperability testing of two independently developed implementations.

(3)
Examine possible issues relating to the use of a connectionless sub-network.
Unlike ISO 8208, IP is a connectionless sub-network and so particular attention was paid to detection and recovery from circuit failures and packet loss. Also, since with IPv6 the network does not perform packet fragmentation, sending large CLNP packets over the IP sub-network was also tested.
(4) Basic End-End communication tests.
The typical application scenario envisaged for the IP SNDCF is that IP sub-networks will be used as Wide Area Networks instead of ISO 8208 packet-switched networks to connect Air-Ground (A/G) BIS routers and Ground-Ground (G/G) BIS routers. End-end connection tests between surrogate airborne systems and ground systems were conducted to determine the possible impact on air-ground communication with an IP sub-network as the ground WAN.

These tests did not address complex networks, resilient operation, performance (including efficiency and protocol overhead) or sub-network security, nor did they attempt comparison with connection-orientated sub-networks.

The interoperability tests were performed in three phases in mid-to-late 2007 and early in 2008.

Phase 1: BIS connection test over IPv4 sub-network

Phase 2: BIS connection test over IPv6 sub-network

Phase 3: End-to-end CPDLC connection test with IP ground sub-network

Connection between ENRI and FAA Technical Center

The tests were conducted between ENRI in Tokyo, Japan and the FAA Technical Center in Atlantic City, USA. Due to the lack of a dedicated connection between the two sites, it was decided to use public IP networks for the connection. While this was not ideal from the perspective of performance, it was considered that using an actual packet-switched network as opposed to a dedicated circuit would be more representative of operational conditions and would be a more severe test.

While the mechanics of the IP connection between the sites is somewhat peripheral to the interoperability experiment, in the interest of sharing experiences gained, details of the connection aspects are described below.

2.1.1 IPv4 Connection

The IPv4 connection between the FAA and ENRI BIS routers was straightforward: both routers were connected to the public Internet (IPv4) through the FAA and ENRI’s respective internet service providers (ISP). Since ATN routers had to be reachable on the public Internet, they were allocated “public” IP addresses. Arrangements were made with the ISPs to ensure that IPv4 packets with a Protocol field value of 80 (denoting ISO-IP payload) would not be blocked. Before the test began, reachability of the peer ATN router could be confirmed by ‘ping’ (ICMP Echo Request) to its public IPv4 address.

At ENRI, no firewall was used and the ATN router was exposed directly to the public Internet. For security purposes, the Internet-connected interface of the ENRI ATN router was configured to discard inbound IP packets not originating from the FAA ATN router’s IP address, and to only allow outbound packets addressed to the FAA ATN router’s IP address. Packet discards were logged, and activity on the interface was also monitored by packet sniffers. Since each test session was only of short duration (a few hours) and the systems were not active at other times, risk exposure was considered to be low. Verification of the logs at the end of the experiments showed no evidence of suspicious activity such as port scanning or attempted intrusion at ENRI.

2.1.2 IPv6 Connection

Both ATN routers of FAA and ENRI are based on the Linux platform (version 2.14 kernel) and have IPv4 and IPv6 stacks. ENRI’s ISP provides an IPv6 service with connection to the global IPv6 internet backbone, but this service was not available to the FAA Technical Center, so it was decided to use tunnelling of IPv6 over the public Internet (IPv4).

ENRI has a dual-stack IP router that can act as a tunnelling gateway, but the FAA did not have similar equipment available. The FAA ATN router was therefore configured to act as a dual-stack host, with a simple configured static tunnel between the FAA ATN router and the ENRI dual-stack IP router. To save time, the proposed connection configuration was simulated at ENRI using an intermediate IPv4 router as a surrogate for the Internet and debugged before the experiment.

As with the IPv4 experiment, the tunnel endpoints were allocated public IPv4 addresses for reachability on the public Internet. Connectivity confirmation prior to the experiment consisted of IPv4 ping and IPv6 ping between the tunnel endpoints, and finally IPv6 ping between the hosts. Arrangements were made with the ISPs to ensure that IPv4 packets with a Protocol field value of 41 (denoting IPv6 payload) would not be blocked.

The ENRI ATN router’s operating system lacks IPv6 packet filtering, so the Access Control List feature of the dual-stack IP router was used for security at ENRI, with packet logging between the dual-stack IP router and the ATN router and IPv4 traffic blocked from the ATN router’s IPSNDCF interface. No suspicious activity were detected at ENRI.

2.2 Test Configurations

2.2.1 Phase 1 (BIS connection test over IPv4 sub-network)

The Phase 1 test was a straightforward connection test between BIS routers using an IPv4 sub-network. The configuration is shown in Figure 1 .



Figure 1  Phase 1 Test Configuration

2.2.2 Phase 2 (BIS connection test over IPv6 sub-network)

The Phase 2 test built on the Phase 1 test and paved the way for end-to-end phase 3 test. An additional BIS at each site was connected by X.25 sub-network to act as a surrogate airborne BIS, while its directly connected BIS served as a surrogate A/G BIS. This was connected in turn the BIS at the other site (surrogate A/G or G/G BIS) by an IPv6 sub-network. The configuration is shown in Figure 2.

In this configuration, the loss of an UPDATE PDU transmitted from an A/G BIS to an adjacent A/G BIS after an aircraft joins the network was induced to observe whether the route to the aircraft would eventually be propagated. (The ATN Island Routing Domain Configuration was not configured, however.)

Also, large CLNP PDUs of length that exceeded the Path Maximum Transmission Unit (PMTU) size between the IPv6-connected BIS routers were transmitted.














Figure 2  Phase 2 Test Configuration

Phase 3 (End-to-end CPDLC connection test with IP ground sub-network)

The final Phase 3 tests were in a configuration supposed typical for application of the IP SNDCF, viz. the ground segment of air-ground communications. ENRI and the FAA had previously tested the interoperability of their CPDLC implementations in a previous connection tests, so CPDLC was used for the end-to-end test.

The Phase 3 test was carried out in two configurations: IPv4 sub-network with ENRI acting as the ground domain and the FAA acting as the air-ground and airborne domains (Configuration 1, Figure 3), and IPv6 sub-network with the roles reversed (Configuration 2).

Tests involved establishment of a dialogue and exchange of messages between the CPDLC Ground and Air Application Service Entities (ASE), testing of management notification if a BIS system becomes unreachable on the IP network, and confirming the effect of IP sub-network failure on the CPDLC dialogue service.















Figure 3  Phase 3 Configuration 1: ENRI ground, FAA air, IPv4 ground sub-network
















Figure 4  Phase 3 Configuration 2: FAA ground, ENRI air, IPv6 ground sub-network

Test Synopsis

2.3 Route Initiation and Route Termination

IDRP adjacencies were established between BIS routers over IPv4 and IPv6 sub-networks with each router acting in the rôle of IDRP initiator (send OPEN-PDU) and responder (receive OPEN-PDU) in turn. The adjacencies were then terminated (CEASE-PDU), and then re-initiated. Basic IDRP behaviour was found to be unaffected by the IP sub-networks. Non-normal cases such as cross sequences (both BISs simultaneously transmit OPEN-PDUs etc.) were not investigated.

2.4 Echo Tests (NPDU Routeing and Transmission)

CLNP ECHO request and response between BIS routers was used to verify CLNP Network PDU (NPDU) transmission over the IP sub-network and routeing of NPDUs according to IDRP routeing information. Tests were ECHO to the peer BIS’s NET and ECHO to an non-existent NSAP within the peer BIS’s routeing domain in Phases 1 and 2, and end-to-end ECHO between End Systems in Phase 3. Normal behaviour was observed in all cases. In these ECHO tests, the ERQ PDUs had no payload (user data).

2.5 Echo Tests (Large CLNP Payload)

Unlike an IPv4 network, IPv6 routers do not carry out fragmentation of packets if their size exceeds the MTU (Maximum Transmission Unit) size of the data link. If a BIS must relay a CLNP NPDU of greater length than the Path MTU (PMTU) of the IPv6 connection to its next hop (minus the IPv6 header length), the BIS must segment the NPDU for transmission, and the receiving BIS must reassemble it.

The BIS CLNP segmentation and reassembly functions were testing by transmitting ERQ PDUs with a 4,096 octet payload (in addition to the CLNP header) to the peer BIS. (If a system receives an ERQ PDU with a payload, it must insert the same payload into the response ERP PDU.)

The expected behaviour was observed for both IPv4 and IPv6 sub-networks. In addition, when the CLNP segment size was set to greater than the PMTU of the IPv6 tunnel between the ENRI dual-stack router and the FAA host, the ENRI BIS received an ICMP “Packet Too Big” notification the IP router tunnel gateway.

2.6 Circuit Failure and Recovery

With a connectionless sub-network, it is possible for the BIS to detect sub-network failure directly. However, IP is connectionless, and so the ATN routers must rely on the non-receipt of KEEPALIVE PDUs to detect the failure of a BIS connection (i.e. Hold Timer expiry occurs before a KEEPALIVE PDU is received). It is possible for the IDRP state machines of two BISs to become unsynchronised if one judges that a link is still “alive” (Hold Timer not yet expired) while the other judges that the link has “failed” (Hold Time expired).

Circuit failure and the ability of the BIS routers to recover the connection automatically following restoration of the circuit was therefore tested for the two cases where the state machines of both BISs were synchronised (wait for Hold Timer expiry of both BISs before restoring the circuit) and when they were unsynchronised. The latter case was simulated by using different values of Hold Timer transmitted in the OPEN PDU. The IDRP connection was able to automatically recover in all cases. (The precise sequence observed also depends on whether the CloseWaitDelay timer has expired or not.)

2.7 Packet Loss during IDRP Route Advertisement

The X.25 protocol was designed in an era of unreliable data links and its built-in mechanisms to ensure reliable packet delivery makes packet loss over the sub-network is unlikely. IP, however, is a connectionless protocol and contains no such mechanisms, so there is a chance of non-delivery of a packet transmitted over an IP network.

When an IDRP adjacency is established, the BISs advertise the reachability of the new peer by sending UPDATE PDUs to their other peers. This test was devised to verify that even when an UPDATE PDU is lost over an IP sub-network, that the reachability information is eventually propagated. This may be important if A/G BISs that share connectivity information to aircraft are connected by IP sub-networks.

Referring to the configuration in Figure 2, this case was simulated by first disconnecting the IP sub-network link between ENRI1 and FAA1 (air-ground BIS), then before the Hold Timers expired establishing an adjacency with an airborne BIS (ENRI2 or FAA2). The UPDATE PDU will be sent by the A/G to its peer A/G BIS, but because the connection is in fact failed, the UPDATE PDU will be lost. The IP sub-network link is then reconnected, and the behaviour observed.

As a result, the nominal behaviour was observed and the reachability information was eventually transmitted. What occurs is that when a BIS receives an UPDATE PDU, is sends an UPDATE PDU back in return to acknowledge that the update was received. If an UPDATE PDU is lost, the sender will not receive this response, and eventually re-transmits the lost UPDATE PDU.

2.8 End-to-End Tests

2.8.1 Data Transmission

In Phase 3, end-to-end basic tests were carried out between a CPDLC ground ASE and an airborne ASE in a configuration incorporating an IPv4 or IPv6 sub-network connection as the ground network. A CPDLC dialogue was established, and uplink and downlink messages were transmitted. All behaviour was as expected.

2.8.2 Circuit Failure and Recovery

In Phase 3, sub-network failures were induced in the air-ground (X.25) sub-network and the ground (IP, LAN) sub-networks with CPDLC dialogue established. In all cases, the CPDLC ASEs were able to detect the dialogue disconnection, and the dialogue was successfully re-established by invoking the CPDLC-start service manually after connection was restored.

2.9 ICMP Message Handling

The IP SNDCF technical provisions have recommendations regarding the handling of ICMP messages: “Parameter Problem”, “Destination Unreachable” or “Time Exceeded” messages should be notified to a layer management function so that appropriate action may be taken. This was tested by inducing ICMP messages. The ATN routers responded as anticipated.

3. Discussion and Conclusions

3.1 Result

As a result of these tests, although a number of minor deficiencies were found in both the ENRI and the FAA ATN routers, no issues were found with the IP SNDCF technical provisions and there were no incompatibilities or anomalous behaviours resulting from differences of interpretation thereof. There were also no major issues with the use of the connectionless IPv4 or IPv6 sub-networks in these limited tests.

3.2 Path MTU

Because an IPv6 network does not perform fragmentation, a BIS will not be able to transmit a CLNP NPDU encapsulated in an IPv6 packet if the packet’s size exceeds the smallest MTU size of the connection to the adjacent BIS. Such a connection might travel through several IP routers and through several different links, and the smallest MTU along on the connection may vary with time.

The BIS could employ Path MTU Discovery (PMTUD), described in RFC 1191, by means of checking whether or not an ICMP message (Type 3: Destination Unreachable, Code 4: Fragmentation Needed and Don’t Fragment was Set) is received when attempting to send an IPv6 packet. However, the phenomenon of “PMTU Black Hole”, explained in RFC 2923, may arise if the essential ICMP message for PMTUD (Type 3, Code 4) does not reach the packet sender (e.g. if ICMP messages are filtered by an intermediate firewall).

To avoid such problems, the BIS could safely segment NPDUs to avoid generating IPv6 packets of greater length than the minimum IPv6 MTU size of 1,280 octets. Therefore, a BIS could simply segment CLNP PDUs to 1,240 octets (IPv6 minimum MTU size minus 40 octets for the basic IPv6 header). However, the MTU value for Ethernet and Fast Ethernet is 1,500 octets, and End Systems connected by LAN may set the Transport PDU (TPDU) size with this in mind, so the maximum TPDU size used by applications may also need to be adjusted (e.g. set to 1,024 octets). However, these measures may result in less than optimal use of the network if a larger PMTU is actually available. (Whether this would actually lead to more TPDUs being generated would be application-dependent.)

4. Future Work

These tests are considered to have validated the basic functions of the IP SNDCF and ATN communication over IPv4 and IPv6 sub-networks. However, they have not addressed complex networks, multiple applications with different QoS requirements, resilient operation, performance (including efficiency and protocol overhead), sub-network security or network management, which are potential issues when designing real aeronautical networks.

Security is seen as a key issue in adopting IP networks for aeronautical communication. As a follow-on to this research, ENRI would like to appeal for partners for future connection tests to investigate and demonstrate CLNP transmission over secure IP sub-network connections.
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*1: RD-E2 is used only for “Packet loss during Route Advertisement” test


*2: RD-F2 is used only for “Packet loss during Route Advertisement” test
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