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FOREWORD

This document defines the requisite data communications protocols and services to be used for implementing the International Civil Aviation Organization (ICAO) Aeronautical Telecommunications Network (ATN) using the Internet Protocol Suite (IPS). The material in this document is to be considered in conjunction with the relevant Standards and Recommended Practices (SARPs) as contained in Annex 10, Volume III, Part I Chapter 3.

Editorial practices in this document.

The detailed technical specifications in this document that include the operative verb “shall” are essential to be implemented to secure proper operation of the ATN.
The detailed technical specifications in this document that include the operative verb “should” are recommended for implementation in the ATN.  However, particular implementations may not require this specification to be implemented.

The detailed technical specifications in this document that include the operative verb “may” are optional. The use or non use of optional items shall not prevent interoperability between ATN/IPS nodes. 
The Manual for the ATN using IPS Standards and Protocols is divided into the following parts :
Part I – Detailed Technical Specifications

Insert text

Part II – IPS Applications

Insert text

Part III – Guidance Material

Insert text
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1 INTRODUCTION

1.1 General Overview

This manual contains the minimum communication protocols and services that will enable implementation of an ICAO Aeronautical Telecommunication Network (ATN) based on the Internet Protocol Suite (IPS) utilizing Internet Protocol version 6 (IPv6). 
Implementation of IPv4 in ground subnetworks, for transition to IPv6 (or as a permanent subnetwork) is a regional or local issue, and is not addressed in this manual.  IPv6 is to be implemented in air-ground subnetworks.  The scope of the manual is on inter-domain routing, although the material in this manual can also be used for intra-domain routing (e.g. within an Administrative Domain).

The IPS in the ATN architecture is illustrated in Figure 1.
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Figure 1 – IPS Architecture in the ATN

In accordance with Annex 10, Volume III, Part I, paragraph [3.3.3] implementation of the ATN/IPS, including the protocols and services included in this manual, shall take place on the basis of regional air navigation agreements between ICAO contracting States.  Regional planning and implementation groups (PIRG’s) are coordinating such agreements.

2 REQUIREMENTS

2.1 ATN/IPS ADMINISTRATION
2.1.1 The ATN/IPS 

2.1.1.1
The ATN/IPS internetwork consists of IPS nodes and networks operating in a multinational environment.  The ATN/IPS internetwork is capable of supporting Air Traffic Service Communication (ATSC) as well as Aeronautical Industry Service Communication (AINSC), such as Aeronautical Administrative Communications (AAC) and Aeronautical Operational Communications (AOC).
2.1.1.2
There are two types of IPS nodes in the ATN.  An IPS Router is an IPS node that forwards Internet Protocol (IP) packets not explicitly addressed to itself.  An IPS host is an IPS node that is not a router.   
2.1.2 Administrative Domains
2.1.2.1
From an administrative perspective, the ATN/IPS internetwork consists of a number of interconnected Administrative Domains (AD).  
2.1.2.2
Each Administrative Domain participating in the ATN/IPS internetwork shall operate one or more Inter-domain Routers 
Note 1.— Inter-domain routing protocols are used to exchange routing information between autonomous systems(AS).  The routing information exchanged includes IP address prefixes of differing lengths. For example, an IP address prefix exchanged between ICAO regions will have a shorter length than an IP address prefix exchanged between individual states within a particular region. 

Note 2.— For routing purposes, an Autonomous System has a unique identifier called an AS number. 

Note 3.— The routing protocol within an Autonomous System is local matter determined by the managing organization. 
2.2 PHYSICAL LAYER & LINK LAYER REQUIREMENTS
2.2.1
The specification of the physical and link layer characteristics for a node is local to the interfacing nodes. 

2.3 NETWORK LAYER REQUIREMENTS
2.3.1 IPv6 Networking

2.3.1.1 IPS nodes in the ATN shall implement IPv6 as specified in RFC-2460.

2.3.1.2 IPS nodes shall implement IPv6 Maximum Transmission Unit (MTU) path discovery as specified in RFC-1981.  .
2.3.1.3 The Flow Label field is not used in the ATN, and shall be set to zero.  
2.3.2 Network Addressing

2.3.2.1
Administrative Domains shall use globally scoped IPv6 addresses for IPS nodes. 
Note - ICAO is developing an IPv6 Addressing Plan. 

2.3.2.2
The ATN/IPS shall implement IP Version 6 Addressing Architecture as specified in RFC-4291.

2.3.2.3
Air-Ground Service Providers shall obtain an address prefix for use in their access network. 

Note. – A persistent IP address is assigned to an aircraft when it enters an access network.   This address serves as the aircraft’s identifier address, i.e., the address used by correspondent nodes.  The location management function will associate the persistent IP address with the aircraft’s current location address within the access network.

2.3.3 Inter-Domain Routing

2.3.3.1 IPS routers in the ATN/IPS which support inter-domain dynamic routing shall implement version 4 of the Border Gateway Protocol (BGP4) as specified in RFC-4271.

2.3.3.2 IPS routers in the ATN which support inter-domain dynamic routing shall implement the BGP-4 Multiprotocol Extensions as specified in RFC-2858.

2.3.3.3 Administrative Domains shall be assigned AS numbers for ATN/IPS routers that implement BGP-4. 
Note - ICAO is developing an AS numbering plan.
2.3.3.4
IPS routers in the ATN/IPS which support inter-domain dynamic routing should authenticate routing information exchanged between them.
2.3.4 Error Detection and Reporting
2.3.4.1 IPS nodes shall implement Internet Control Message Protocol (ICMPv6) as specified in RFC-4443.

2.3.5 Quality of Service (QoS)
2.3.5.1
The IPS shall provide the required class of service to support the operational requirements.  
2.3.5.2
IPS Routers, which support traffic class, shall implement Differential Services Field as specified in RFC-2474.
2.4 TRANSPORT LAYER REQUIREMENTS
2.4.1
End to End Services

2.4.1.1
The transport layer provides end-to-end service between hosts over the ATN.
2.4.2
Support Services

2.4.2.1
The transport layer supports the following types of services:

· Connection-Oriented (CO), invoking TCP 

· Connection-Less (CL), invoking UDP 

2.4.3 Transmission Control Protocol (TCP)

2.4.3.1
IPS host shall implement Transmission Control Protocol (TCP) as specified in RFC-793.

2.4.3.2
IPS host may implement TCP Extensions for High Performance as specified in RFC-1323.

2.4.3.3 IPS host may implement RFC-2488 when operating over satellite links.

2.4.4 User Datagram Protocol (UDP)

2.4.4.1
IPS host shall implement User Datagram Protocol as specified in RFC-768.

2.5 AIR-GROUND MOBILTY 
Note 1. – This section specifies an architectural framework and general functional capabilities for IPS air-ground mobility.

2.5.1 Architectural Framework for ATN/IPS Mobility

2.5.1.1 The architectural framework for air-ground mobility consists of one or more access networks connected to the global ATN/IPS internetwork.   

Note 1. – An access network is a network characterized by a specific access technology such as  IEEE 802.16.

2.5.1.2 Mobile Nodes (i.e., aircraft) attach to access networks over the air-ground interface.  

2.5.1.3 Correspondent Nodes (i.e., ground automation systems) interface to the access network via the global ATN/IPS internetwork.

2.5.2 Local Air/Ground Mobility 

2.5.2.1 Access networks in the ATN/IPS shall support local mobility.

2.5.2.2 Access networks in the ATN/IPS shall provide network-based local mobility management.

Note. – Network-based local mobility management may be realized by using the functional architecture as described in RFC 4381.  The NETLMM functional architecture consists of one ore more Local Mobility Anchors and one or more Mobility Access Gateways.

2.5.2.3 ATN/IPS access networks shall provide location management within the network.

2.5.2.4 ATN/IPS access networks shall shall provide handover control within the network.

2.5.2.5 ATN/IPS access networks shall implement a localized mobility management protocol within their access network.

Note. – The localized mobility management  protocol is left to the access network service provider to decide.  A service provider may adopt for example Proxy Mobile IPv6 as is being developed by the NETLMM Working Group or may otherwise select its own method for localized mobility management. 
2.5.3 Ground Interface to an ATN/IPS Access Network 

2.5.3.1 The access network shall support Inter-domain Routing as specified in 4.3.3 to interface with the global ATN/IPS.

2.5.3.2 Inter-domain routers in the access networks shall advertise the address prefix assigned to the access network over the ATN/IPS internetwork.  

Note. – Advertisement of the access network prefix permits correspondent nodes to reach  the access network.  For legacy ATN applications, correspondent nodes may obtain the Aircraft’s complete IPv6 address from Context Management.   Once packets reach the access network, the location management function will permit data delivery to the mobile node
2.5.4 Air-Ground Interface to an ATN/IPS Access Network 

2.5.4.1 Mobile Nodes shall implement an interface to the Access Network using the specific access technology.  

2.5.4.2 Mobile Nodes may implement the Network-based Localized Mobility Management Interface between Mobile Node and Mobility Access Gateway as specified in [netlmm-mn-ar-if].

Note. – [netlmm-mn-ar-if] defines a generic interface between a MN and a MAG in a NETLMM domain.

2.5.5 Global Air-Ground Mobility 

2.5.5.1  In the presence of multiple Access Networks a Mobile Node may signal the availability of a new Access Network.  

Note. – The specific mechanism to signal availability of a new Access Network is to be determined.  This may be signalled by simply using the new address prefix or by sending an explicit message either to the corresondent node or to an appropriate network entity.  Alternatives for sending an explicit message include using Context Management,  the IKEv2 Mobility and Multihoming  (MOBIKE) Protocol [RFC 4555], or to use Mobile IPv6 [RFC 3775] as the global mobility management protocol.
2.6 SECURITY

2.6.1  Ground-Ground Network Layer Security 

Note 1. - Support for security is to be based on a system threat and vulnerability analysis.

Note 2. – Network layer security in the ATN/IPS internetwork is implemented using IPsec.

2.6.1.1 Basic Architecture

2.6.1.1.1 IPS nodes in the ATN which support network layer security shall implement the Security Architecture for the Internet Protocol as specified in RFC-4301

2.6.1.2 Security Protocols

2.6.1.2.1 IPS nodes in the ATN which support network layer security shall implement the IP Encapsulating Security Protocol (ESP) as specified in RFC-4303. 

2.6.1.2.2 IPS nodes in the ATN which support network layer security should implement the IP Authentication Header (AH) protocol as specified in RFC-4302.
2.6.1.3 Key Establishment Management Methods

2.6.1.3.1 IPS nodes in the ATN which support network layer security shall implement manual configuration of the security key and Security Parameters Index (SPI).

2.6.1.3.2 IPS nodes in the ATN which support network layer security should implement the Internet Key Exchange (IKEv2) Protocol. as specified in RFC-4306. 

2.6.1.4 Transforms and Algorithms

2.6.1.4.1 IPS nodes in the ATN which support network layer security shall implement the Cryptographic Algorithm Implementation Requirements for the Encapsulating Security Payload (ESP) and Authentication Header (AH) as specified in RFC-4305.7. 

2.6.1.4.2 IPS nodes in the ATN which support network layer security shall implement The Null Encryption Algorithm and Its Use With IPsec as specified in RFC-4305, but not the Null Authentication Algorithm.

Note - ESP encryption is optional, but authentication is always performed. 

2.6.1.4.3 IPS nodes in the ATN which support network layer security shall implement the Cryptographic Algorithms for Use in the Internet Key Exchange Version 2 (IKEv2) required algorithms for key exchange as specified in RFC-4307.

Note. – Algorithms of equivalent or greater strength than those identified in RFC-4307 are implemented as a local matter on a bi-lateral basis.

2.6.2 Air-Ground Security 

2.6.2.1  Mobile nodes which support air/ground security shall implement security provisions identified for the particular operating environment.

2.6.2.2  For narrow-band air-ground access networks (e.g., VDL-2), mobile nodes which support security shall implement air-ground security as specified in Doc 9880, Part IVB.

2.6.2.3  For IPS-based access networks, mobile nodes which support security shall implement the access network security provisions.

Note. – For example, IEEE 802.11 and 3GPP access networks have authentication and authorization provisions.

2.6.2.4  If IPsec is used for air-ground security, mobile nodes and correspondent nodes shall implement the Internet Key Exchange (IKEv2) Protocol as specified in RFC-4306 for key establishment. 
2.6.2.5  If IPsec is used for air-ground security, mobile nodes and correspondent nodes shall implement the Elliptic Curve Cryptography (ECC) groups specified in Doc 9880, Part IVB.

2.6.2.6  If TLS is used for air-ground security, mobile nodes and correspondent nodes shall implement ECC Cipher Suites as specified in RFC 4492 using the ECC groups specified in Doc 9880, Part IVB.
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1 INTRODUCTION
1.1 Objective
Add text
2 LEGACY ATN APPLICATIONS 

Note . – Legacy ATN applications are defined in Doc 9705 and/or Doc 9880. The ATN applications described in Doc 9705/9880 specify the use of the ATN/OSI layers for lower layer communications, termed the Internet Communication Services. This section indicates how those applications make use of the ATN/IPS.

2.1 Ground Applications
2.1.1 ATSMHS

Note. –  The ATS Message Handling Services (ATSMHS) application aims at providing generic message services over the Aeronautical Telecommunication Network (ATN). 
2.1.1.1 IPS hosts that support the ATSMHS application shall comply to Doc 9705 Edition 3 with the exception of clause 3.1.2.2.2.1.2 ("Use of Transport Service").

2.1.1.2 To operate ATSMHS over ATN IPS, IPS hosts shall:

a) make use of RFC-2126 to directly provide TCP/IPv6 interface; or,

b) make use of RFC-1006 to provide a TCP/IPv4 interface combined with IPv4/IPv6 protocol translation device(s).

2.1.2 AIDC

Note 1. – The AIDC application exchanges information between ATS Units (ATSUs) for support of critical Air Traffic Control (ATC) functions, such as notification of flights approaching a Flight Information Region (FIR) boundary, coordination of boundary conditions and transfer of control and communications authority.
Note 2. – AIDC is considered too complex to easily map to an IPS environment.

2.1.2.1 IPS hosts in the ATN that support the AIDC application exchanges may make use of the equivalent operational application described in the EUROCONTROL Specifications for On-Line Data Interchange (OLDI).

2.1.2.2 IPS hosts in the ATN that support the OLDI application shall make use of EUROCONTROL Specifications for the Flight Message Transfer Protocol to operate the application over TCP/IPv6.

2.2 air-ground applications
Note:- to be further developed by WGI
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1. INTRODUCTION
The Aeronautical Telecommunication Network Internet Protocol Suite (ATN IPS) Guidance Document contains information to assist member states in the deployment of an IPS network for their state infrastructure to support the delivery of ICAO Air Traffic Management (ATM) services. The following minimum core services should be provided by ATN/IPS:

· IP network services

· Security

· Infrastructure management

· Global information exchange

These core services enable ATN IPS applications to provide voice and data services with the appropriate priority and security over a network with the required quality and class of service.
The protocols discussed in this document are referred to based on the open system interconnect reference model (OSI).  However, since IPS uses only 4 layers the mapping is not consistent with the reference model.  Figure 1.1 depicts the OSI reference model and the relationship between the ISO ATN and the IPS protocols.

1.1  BACKGROUND
The ICAO/ATN has established with the specific goals of providing a commercial off the shelf global ATM services. Currently, ATN services can be provided using the ISO based ICAO protocols as documented is ICAO Standards 9705/9880. This document along with the ICAO ATN/IPS Standard 9896 [1] is an additional technical approach for networking, and will enable member state to have an additional resource for providing ATM services. 
2. REFERENCE DOCUMENTS
ICAO Document 9705 Manual of Technical Provisions for the ATN V2

ICAO Document 9880 Manual of Technical Provisions for the ATN VX

3. ABBREVIATIONS
ATN


ATM

BGP

IPS

ICAO

IPv4

Ipv6

ISO

MOA

4. GENERAL GUIDANCE
This section contains general guidance information about the implementation of IPS for ATN services. This document only discusses IPS based services for detailed information on ISO standards based ATN services refer to document 9705/9880.

The current recommendation of ICAO is to deploy IPv6 protocols and services but that does not preclude a member state network from supporting or deploying IPv4 services.  However, these services must remain transparent from the IPv6 portion of the network.  All transaction over the ICAO ATN must be done using ICAO standards 9705/9880 or 9896.

Due to the variety of application requirements this document will focus on the network, transport and application services; physical and link services are to be negotiated on a service need basis by the implementing state.

4.1  ATN Administration

The administration of the ATN shall be performed by the member state and the their appointed service provider.  However, that does not preclude agreements between member states that form a federation in the interest of providing ATM services.
4.1.1  ATN Policy

The purpose of this section is to define the operating polices for the ATN.
Transit Traffic
The ATN IPS manual does not specify which routes are to be advertised between ATN IPS routers nor basic traffic management policies for a dynamically routed environment.

ATN IPS routers will exchange information about their internal network prefixes with its immediate neighbour routers but may also forward routing information about other network prefixes learned from other BGP neighbours.

As a result, traffic between two Administrative Domains may be relayed by an number of intermediate Administrative Domains. Such traffic being carried on behalf of two others is termed transit traffic.

All Administrative Domains that participate to the ATN IPS must ensure the proper handling of transit traffic on the following basis:
· An Administrative Domain shall not advertise a network prefix if it is not prepared to accept incoming traffic to that network prefix destination;

· When establishing the interconnections between two Administrative domains a charging mechanism may be agreed to support implicit corresponding transit policy;

· Administrative Domains that relay transit traffic shall ensure that the associated security and QoS policies of the traffic is maintained
4.2  Transition between IPv4 and IPv6

Current ground communications are generally handled through appropriate profiles based on IPv4. For technical, economical and strategic reasons, transition to IPv6 will be made gradually and appropriate transition path need to be defined: 

RFC 4213 - Basic Transition Mechanisms for IPv6 Hosts and Routers

This RFC discusses dual stack approaches as well as tunneling IPv6 traffic through existing IPv4 networks. The three main interoperability cases are as follows:

1) IPv6 nodes that require to communicate over an IPv4 subnetwork

2) IPv4 nodes that require to communicate over an IPv6 subnetwork

3) An IPv4 node that requires to communicate with an IPv6 node

Case 1 can be resolved by relying on common IPv6 over IPv4 tunnels. Although this does create additional overhead it would allow early deployment of ATN/IPS applications.

Case 2 could be resolved by relaying on IPv4 over IPv6 tunnels. Indeed, if the two autonomous IPv4 domains overlap in terms of routing and addressing interoperability may not be achieved. A dual stack approach is recommended to ensure that ATN systems can natively interface over the ATN/IPS without having to resort to such tunnelling techniques which may not be appropriate.

Case 3 can be the result of legacy applications that have not been updated to IPv6 or no longer maintained. In the ATN context, this issue needs to be considered as some application vendors (e.g. AMHS) do not have a dual stack solution and only support IPv4 profiles. This case can be handled through the use of network address translation from IPv4 to IPv6:

RFC 2766 - Network Address Translation - Protocol Translation (NAT-PT)
The benefit of NAT-PT and other similar mechanisms allow an IPv4-only system to behave as an IPv6 system and communicate over the ATN/IPS.
All ATN/IPS systems are recommended to adopt a dual stack approach in order to ensure native inter-working over the ATN/IPS and local IPv4 environements without having to rely on the use of external tunnelling or translation devices.
4.3  Physical and Link Layer Guidance

Physical and link layer issues will be determined by the required service and member state connections.  The physical and link layer issues will be on service need basis and should be contained in a memorandum of agreement (MOA).

4.4  Network Layer

The IPS ATN addressing is performed using IPv6, which uses 128 bits long address block versus 32 bits in IPv4.

4.4.1  Address Plan

The address plan is to be supported by the member state allocation as assigned by IANA.

4.4.2  Application interface to the network  layer

Although applications generally accede to the communication service at the transport layer, it is sometime necessary to transmit and receive datagrams at the network level. This is granted by some socket API extensions specified in:

RFC 3542 - Advanced Sockets Application Program Interface (API) for IPv6
4.4.3  Inter-domain routing

This section discusses inter-domain routing that will enable member state networks to interconnect while maintaining state or federation autonomy.  The protocol to be used shall be the border gateway protocol (BGP).
4.4.3.1  AS numbering plan

AS numbers need to be assigned and configured in ATN/IPS routers to announce their autonomous systems within the routed domain. The AS numbering plan is presented in (To be added).

4.4.3.2  ATN/IPS  Router Ids

In order to establish BGP between two neighbour, each BGP peer must define a router id. If two routers make use of the same router-id value, BGP cannot be established. As the router id is a 32 bit field, it is usually on the IPv4 address of the router.
As ATN IPS routers may not have IPv4 interfaces a scheme needs to be recommended. Although global uniqueness of these values is not a pre-requisite, to ease implementation of the ATN IPS the following scheme is recommended (based on draft-dupont-durand-idr-ipv6-bgp-routerid-01.txt):

· 4 bits set to one,

· 16 bits set to the AS number (a global AS number plan is part of this Document)
· 12 bits manually allocated within the domain. This allows for 4096 different router IDs in each routing domain.

4.4.3.3  Routing Advertisement

ATN IPS routers should advertise network prefixes based on consistent prefix lengths or aggregate route prefixes;

4.4.3.4  Traffic type segregation

BGP-4 does not natively allow setting up different set of routes for different traffic to the same destination.

ATN IPS requirement on traffic type segregation may be fulfilled by appropriate provisions in the ATN addressing plan: if the ATN address incorporates an indication of the traffic type, BGP-4 will transparently flood segregated route information for the various traffics.

4.4.3.5  Differentiated Service

Differentiated Service (RFC 2474) provides a mean for specifying and implementing QOS handling consistently in IPS network. This specification is made on a per node basis, specifying behaviour of individual nodes concerning QOS (Per Hop behaviour).

The general framework / current practices is depicted in details in:

RFC 2475 - Architecture for Differentiated Services 

4.4.3.6  Traffic Priority
Historically, network layer priority was selected explicitly by the sending application through the TOS field. Although Differentiated Service (RFC 2474) preserves the IP precedence semantic of the TOS field, this approach is now deprecated. This is partly because the IP precedence has been superseded by the Per-Hop-Behaviour strategy inside Differentiated service, but also because network administrators usually don’t trust QOS specification coming from the application.

ATN application traffics can be identified / prioritised according to the destination port of datagrams when they enter the network:

· This provides transparent and safe identification of traffics, because the destination port is always a trusted information (otherwise the traffic will never reach its destination).

· But this requires specification of a distinct port for every ATN application (proliferation of ports would unnecessarily complexity administration of routers, and incurs their performance).

· During transit in the IPS network, corresponding datagrams could be marked using the Differentiated Service field, in respect to the practices indicated in RFC 2475.

4.5  TRANSPORT LAYER
The transport layer protocols are used to provide reliable or unreliable communication services over the ATN. There are two mandatory transport protocols, TCP and UDP.  TCP is used to provide reliable transport services and UDP is used to provide best effort service.  Other transport protocols may be used but can not affect ATN communications or services.

4.5.1  Transmission Contro Protocol (TCP)

The Internet Protocol (IP) works by exchanging groups of information called packets. Packets are short sequences of bytes consisting of a header and a body. The header describes the packet's routing information, which routers on the Internet use to pass the packet along in the right direction until it arrives at its final destination. The body contains the application information. TCP is optimized for accurate delivery rather than timely delivery, TCP sometimes incurs long delays while waiting for out-of-order messages or retransmissions of lost messages, and it is not particularly suitable for real-time applications like Voice over IP. Real time applications will require protocols like the Real-time Transport Protocol (RTP) running over the User Datagram Protocol (UDP).

TCP is a reliable stream delivery service that guarantees to deliver a stream of data sent from one host to another without duplication or losing data. Since packet transfer is not reliable, a technique known as positive acknowledgment with retransmission, is used to guarantee reliability of packet transfers. This fundamental technique requires the receiver to respond with an acknowledgment message as it receives the data. The sender keeps a record of each packet it sends, and waits for acknowledgment before sending the next packet. The sender also keeps a timer from when the packet was sent, and retransmits a packet if the timer expires. The timer is needed in case a packet becomes lost or corrupt.

In the event of congestion, the IP can discard packets, and, for efficiency reasons, two consecutive packets on the internet can take different routes to the destination. Then, the packets can arrive at the destination in the wrong order.

The TCP software libraries use the IP and provides a simpler interface to applications by hiding most of the underlying packet structures, rearranging out-of-order packets, minimizing network congestion, and re-transmitting discarded packets. Thus, TCP very significantly simplifies the task of writing network applications.

TCP provides a connection-oriented service with a reliable semantic. It operates above the network layer which does not necessarily detect and report all errors (e.g. corruption, misrouting). For this purpose, it provides:

· Error detection based on a checksum covering the transport header and payload as well as some vital network layer information.

· Recovery from error based on retransmission of erroneous or lost packets.

TCP is also designed for to detect and manage end-to-end network congestion and maximum user data segment sizes. This is essential for operation over heterogeneous sub networks with some low bandwidth / high latency trunks, such as the actual ATN Air/Ground sub networks.

4.5.2  User Datagram Protocol (UDP)

UDP provides a connectionless service with limited error detection and no recovery, nor congestion management mechanisms. It is naturally dedicated for light data exchanges, where undetected occasional loss or corruption of packets is acceptable, and when simplicity of use is a goal. 

4.5.3  Transport Layer Addressing

Transport layer addressing relies on port numbers (16 bits integer values) that are associated with source and destinations endpoints to identify separate data streams.

Ports are classified in three categories with associated range of values:

· Well-known ports are those from 0 through 1023 and are assigned by IANA. On most systems these ports can only be used by system (or root) processes or by programs executed by privileged users. Such pre-defined well-known port numbers associated to distinct TCP and/or UDP applications, makes them visible (“well-known”) to client applications without specific knowledge / configuration.

· Registered ports are those from 1024 through 49151 and are registered by IANA following user request. Essentially such ports play the same role as well-known ports but for less critical or widespread applications. The use of such ports does not require specific privileges. 

· Dynamic and/or private ports are those from 49152 through 65535. They may be used freely by applications.

Port assignment is obtained on request to IANA. An up-to-date image of the port registry is available at:

http://www.iana.org/assignments/port-numbers

This assignment plan is compulsory over the public Internet. It should be made applicable to ATN IPS (at least concerning well-known ports) in order to avoid conflicts between standard IPS applications (that may be used in ATN IPS environment) and ATN applications.
ATN/IPS hosts will require to support the following port numbers:

· tcp 102 for ATSMHS

· tcp 8500 for FMTP
4.5.4  Application Interface to the Transport Layer

The application interface to the TCP and UDP transport layers is provided consistently on a wide range of platform / operating systems according to the specification made in:

RFC 3493 - Basic Socket Interface Extensions for IPv6

This RFC extends the socket interface (originally developed by the Berkeley University for supporting IPv4 in their BSD Unix distribution) to IPv6.

4.5.5  Congestion Avoidance

In order to adapt to variables conditions for draining traffic in subnetworks, TCP implements basically 4 mechanisms: slow-start, congestion-avoidance, fast-retransmit and fast-recovery. These are specified in:

RFC 2581 - TCP Congestion Control

The two first mechanisms aim at preventing important loss of packets when congestion occurs, while the two others attempt to shorten the delay for retransmitting the lost packets. These mechanisms are implemented independently in every end system, they don’t completely avoid loss of packets.
In the case of low bandwidth subnetworks (e.g. ATN Air/Ground subnetworks), TCP applications may make use of the Explicit Congestion Notification mechanism will more likely provide a significant benefit. It is specified by:

RFC 3168 - The Addition of Explicit Congestion Notification (ECN) to IP

This feature anticipates congestion, significantly reducing packet loss. However, it impacts the transport and network layers, and requires participation of a significant number of routers in the networks (preferentially, the routers at the edge of low speeds / high latency subnetworks).

4.5.6  Error Detection and Recovery

TCP error detection relies on lack of timely received acknowledgement. Recovery is performed through retransmission of (supposed) lost packets.

Loss of a large numbers of packets in a short period of time may heavily incur the TCP connection throughput (hence performance). This may become critical for high latency subnetworks (e.g ATN Air/Ground subnetworks).

Support of TCP selective acknowledge option may mitigate this problem by allowing selective retransmission of lost packets only (instead of the whole sequence from the first to the last packet lost).  This option is specified in:

RFC 2018 - TCP Selective Acknowledgment Options
4.5.7  Performance Enhancing Proxies (PEPs)

Performance Enhancing Proxies (PEPs) are often employed to improve severely degraded TCP performance caused by different link characteristics in heterogeneous environments, e.g. in wireless or satellite environments that are common in aeronautical communications. Transport layer or application layer PEPs are applied to adapt the TCP parameters to the different link characteristics. 

RFC3135 “Performance Enhancing Proxies Intended to Mitigate Link-Related Degradations” is a survey of PEP performance enhancement techniques, and describes some of the implications of using Performance Enhancing Proxies. Most implications of using PEPs result from the fact that the end-to-end semantics of connections are usually broken. In particular, PEPs disable the use of end-to-end IPsec encryption and have implications on mobility and handoff procedures.
5 SECURITY GUIDANCE
All IPv6 nodes must support the IP Security (IPsec) features.  Although support is mandatory, actual use of the feature is not. ATN IPS Ground/Ground implementations therefore must implement the feature; however, it is only required for use when network layer security is required.  The use requirement is based on a threat and vulnerability analysis, generally performed as part of an overall Security Certification and Accreditation Process (SCAP).
IPv6 IPsec is functionally the same as IPv4 IPSec but with slightly different mechanisms. 
5.1  IPsec AUTHENTICATION HEADER AND ENCAPSULATING SECURITY PAYLOAD
IPv6 defines two security extension headers: the Authentication Extension (AH) and the Encapsulating Security Payload (ESP) Extension. The AH header provides authentication, data integrity, and optional replay protection. The ESP Extension header provides these services and additionally provides confidentiality by encrypting the entire data payload. 
To use these mechanisms, security associations (SAs)  must be defined between endpoints. An SA is uniquely identified by a Security Parameter Index (SPI), an IP Destination Address, and an AH or ESP security protocol identifier. For packets transmitted to a unique receiver through a unicast address, the SPI is chosen by the receiver.  The SPI is carried in AH and ESP headers to enable the receiver to select the SA for the processing of the receiving packet. When packets are sent to a group of receivers through a multicast address, the SPI is common to all members of the group. Since the SPI is shared with all members of a multicast group, a receiver only knows that the packets originated from a node possessing the key for that multicast group. A receiver in general will not be able to authenticate which node sent the multicast traffic.

5.2  Authentication Header

The IP AH is depicted in Figure 1. The Payload Length field specifies the length of AH. The SPI identifies a security association. The Sequence Number protects against replay attack. The authentication data is a variable-length field that contains the authentication digest of the packet.  The authentication digest is applied to the IP header and to the payload.  Since some of the IP fields may change in transit, these fields are zeroed out before the authentication digest is applied.

The Authentication Data field is a variable length field that depends on the authentication digest applied.  The current version of “Cryptographic Algorithm Implementation Requirements for ESP and AH” (RFC 4305) specifies that HMAC-SHA1-96 must be implemented, AES-XCBC-MAC-96 should be implemented, and HMAC-MD5-96 may be implemented.
5.3  Encapsulation Security Payload

The ESP (Figure 2) is used to provide confidentiality, including message content confidentiality and limited traffic flow confidentiality. It also provides data origin authentication, connectionless integrity, and anti-replay service.

The current version of “Cryptographic Algorithm Implementation Requirements for ESP and AH” (RFC 4305) specifies the encryption algorithms supported.  RFC 4305 specifies that that TripleDES-CBC or the NULL algorithm must be implemented, AES-CBC and AES-CTR should be implemented, and DES-CBC should not be implemented.

The sequence number protects the receiver against replay attacks. The authentication data field protects the receiver against the attacks that operate by modifying the encrypted data. It is computed over the ESP packet, excluding the Authentication Data field.  The Authentication Data field is a variable length field that depends on the authentication digest applied.  The current version of “Cryptographic Algorithm Implementation Requirements for ESP and AH” (RFC 4305) specifies that HMAC-SHA1-96 and the NULL algorithm must be implemented, AES-XCBC-MAC-96 should be implemented, and HMAC-MD5-96 may be implemented.

5.4  IPsec Transport and Tunnel Modes

AH and ESP support both the transport mode and tunnel modes. The transport mode involves encrypting only the transport header and transport payload, whereas in the tunnel mode a new encapsulating header is created and the entire original IPv6 datagram is encrypted. Both types of headers (AH and ESP) are used simultaneously to provide the authentication, data integrity, replay protection, and confidentiality security services. 
The tunnel mode is used when each end of a security association is a gateway device such as a firewall or router that implements IPSec (shown in Figure 3). The firewall (or other device) encapsulates the encrypted packet in a new outer header with the source firewall’s address as the source address and the destination firewall’s address as the destination address for the outer header. The packet is transmitted in a tunnel from the source firewall to the destination firewall
5.5  IPsec Key Management

The establishment of a security association relies on using secret keys between the members of the association. Key management involves the determining and distribution of secret keys.

The IPSec architecture specifies the support of two types of key management:

· Manual. For a small network environment, the keys for each system, as well as the keys of other communicating systems are manually configured by a system administrator.

· Dynamic For a large network environment, an automated system is used to provide on-demand key creation. 

5.6  Manual Key Management

Describe configuration of SPI and Key(s)

5.7  Dynamic Key Management

Describe operation of IKEv2

5.8  Configuration options


Pre-shared Keys


Certificate Authority



Digital Signatures


Encrypted Nonces

5.9  Alternatives to IPv6 Security

5.10  Security at Different Layers

Security services are typically implemented at one or more of four different layers:

· Link layer security. Link layer security solutions provide security as data passes over a single physical link. Link layer security solutions are provided in almost all commercial data link standards, including all cellular standards, Ethernet, PPP for dial-up networking, and WLAN.

· Network layer security. Network layer security solutions encapsulate network layer packets, allowing security end points to be located within end systems, intermediate systems, or a combination of the two. 

· Transport layer security. Transport layer security solutions provide security services between the two endpoints of a transport layer connection. 

· Application layer security. Application layer security solutions incorporate security services into the application itself. 

5.11  Criteria Which Differentiate Between Security Solutions At Different Layers

There are a number of different criteria that can be used to differentiate between security solutions at different layers. This section summarizes some of the most important criteria.

5.11.1  Type of Threats

The first criterion to consider is the type of threats which the system is susceptible to. The following table shows a selection of threats which apply at different layers.

5.11.2  Location of Threats

Another criterion is the location of threats. If a particular threat can occur at any point in the communication path, then it is unlikely that a data link security solution protecting a particular physical link will do the job. Security experts are notoriously paranoid people and therefore typically favor end-to-end security over hop-by-hop security for this reason. End-to-end security is most closely associated with application layer security solutions, although this is a simplification – in some circumstances transport and even network security solutions can provide security that is “end-to-end enough” (the gap in WAP is an example of transport security that was not “end-to-end enough”), whereas in other circumstances even application security solutions are not really “end-to-end” (think about using the ATN application security solution to secure GACS).

5.11.3  Type of Security Service

Another criterion is the type of security service required. On the one hand, there are services like non-repudiation which are best supplied by application layer security solutions – since true non-repudiation requires that the user knows what is signed when it is signed – something that is easier to ensure when only application data is involved. On the other hand, there are services like anonymity which are best supplied by lower layer security solutions – since protecting more of the bits on the wire makes it less likely that the users identity will be given away, perhaps by addressing information that appears in layer headers. Other relevant services include replay protection and message re-ordering protection – for example the IP network layer protocol does not provide guarantees to deliver messages in order and hence it is problematic to provide message effective re-ordering protection at the network layer within TCP/IP network.

5.11.4 Type of Data

Another criterion is the type of data to be protected. Data specific to a particular layer will not be protected by security solutions which operate at a higher layer. The ATN provides a good example here. One of the threats considered important to prevent was the possibility of injection of false information into routing tables. The ATN handles routing table updates via the IDRP protocol, which operates at the network layer. Simply put, application and transport security solution are of no use in this scenario since they will not protect the network layer IDRP information.

5.11.5  Efficiency

A final important criterion that must not be overlooked is efficiency. Efficiency is a broad term that can apply in different ways in different situations. For example:

· Efficiency can mean minimizing developmental overhead – which may result in a desire to use a lower layer security solution so that security does not have to be added to each application.

· Efficiency can mean minimizing the administrative overhead involved in operating a security solution – which may result in a desire to use a lower layer security solution and run packets for a number of applications through a single secure pipe.

· Efficiency can mean minimizing computational overhead.

· Efficiency can mean minimizing the bits on the wire. Interestingly the desire to minimize the bits on the wire pushed the ATN towards an application layer security solution in order to leverage the existing relationship between the CM application and other application entities.

5.12  Alternatives/Compliments to IPsec 

· Data Link Layer

· Point-to-Point Tunneling Protocol (PPTP)

· Layer 2 Tunneling Protocol (L2TP)

· Layer 2 Forwarding

· Transport Layer

· Transport Layer Security (TLS)

· Application Layer

· Secure Shell (SSH)

· Application Specific protocols (e.g. e-mail)

· ATN Application Security

5.13  Need for Security at Multiple Levels in Aviation Environment

Consider a CAA-provided CPDLC service. Two of the primary threats are the introduction of hazardous information by an attacker at any point in the data’s communications path with the purpose of misleading either the pilot or the controller, and the penetration and hacking of the CAA’s network via the CPDLC communications path. No security solution at a single layer will address both these threats – end-to-end security (for example via an application layer security solution) is needed to prevent CPDLC messages being altered or injected, while perimeter protection (for example via a network layer security solution or firewall) is needed to prevent penetration of other systems within the CAA’s network. End-to-end security does not prevent penetration into other systems since the target systems do not implement CPDLC security, and perimeter security does not prevent CPDLC messages being altered or injected within the CAA’s network perimeter.
6.  VOICE OVER INTERNET PROTOCOL (VoIP)
Refer to Handbook
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A Border Gateway Protocol 4 (BGP-4), January 2006

RFC-4291
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Security Architecture for the Internet Protocol, December, 2005

RFC-4302
Internet Protocol (IP) Authentication Header, December 2005

RFC-4303
IP Encapsulating Security Payload (ESP), December 2005RFC-4305
Cryptographic Algorithm Implementation Requirements for Encapsulating Security Payload (ESP) and Authentication Header (AH) – (NB proposed standard, obsoletes RFC-2402, RFC-2406), December 2005

RFC-4306
Internet Key Exchange (IKEv2) Protocol, December 2005

RFC-4307
Cryptographic Algorithms for Use in the Internet Key Exchange Version 2 (IKEv2), December 2005

RFC-4443
Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification, March 2006

RFC-4492
Elliptic Curve Cryptography (ECC) Cipher Suites for Transport Layer Security, May 2006

RFC 4555
IKEv2 Mobility and Multihoming Protocol (MOBIKE),  June 2006

RFC 4830
Problem Statement for Network-Based Localized Mobility Management (NETLMM), April 2007

RFC 4831
Goals for Network-Based Localized Mobility Management (NETLMM), April 2007
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ICAO Annex 2 Rules of the Air

ICAO Annex 3 Meteorological Service for International Air Navigation

ICAO Annex 10 Aeronautical Telecommunications – Volume III, Part I – Digital Data Communication Systems

ICAO Annex 11 Air Traffic Services
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ICAO Doc. 9739 Edition 1, Comprehensive ATN Manual (CAMAL), 2000

ICAO Doc. 4444 Procedures for Air Navigation Services – Air Traffic Management 14th Edition, 2001
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EUROCONTROL SPECIFICATIONS
The following documents are available publicly at http://www.eurocontrol.int/ses and form part of this manual to the extent specified herein. In the event of conflict between the documents referenced herein and the contents of this manual, the provisions of this manual shall take precedence.  

EUROCONTROL-SPEC-0100
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APPENDIX B – ABBREVIATIONS/DEFINITIONS
The acronyms used in this manual are defined as follows:

AAC

Aeronautical Administrative Communications

AOC

Aeronautical Operational Communications

AS

Autonomous System

AD

Administrative Domain

AH

Authentication Header

AIDC

ATS Interfacility Data Communications
AINSC
Aeronautical Industry Service Communication

AN

Access Network

ATSMHS
ATS Message Handling Services

ATN

Aeronautical Telecommunication Network

ATC

Air Traffic Control

ATS

Air Traffic Services

ATSU

ATS Unit

ATSC

Air Traffic Services Communication

BGP

Border Gateway Protocol

CL

Connection-less

CN

Correspondent Node

CO

Connection-oriented

ECC

Elliptic Curve Cryptography (ECC)ECP

Encryption Control Protocol

ESP

Encapsulating Security Protocol

FIR

Flight Information Region

FMTP

Flight Message Transfer Protocol

G-G

Ground- to- Ground

HC

Handover Control

H-MM

Host-based Mobility Management

IANA

Internet Assigned Numbers Authority

ICAO

International Civil Aviation Organization

ICMP

Internet Control Message Protocol

IETF

Internet Engineering Task Force 

IKEv2

Internet Key Exchange (version2)

IP

Internet Protocol

IPS

Internet Protocol Suite
IPsec

IP Security
IPv6

Internet Protocol version 6

ISO

International Organization for Standardization

LAN

Local Area Network

LM

Location Management

MM

Mobility Management

MN

Mobile Node

MTU

Maximum Transmission Unit

N-MM

Network-based Mobility Management

OLDI

On-Line Data Interchange

OSI

Open System Interconnection

QoS

Quality of Service

RFC

Request for Comments

TCP

Transmission Control Protocol

TLS

Transport Layer Security
SARPs

Standards and Recommended Practices

SPI

Security Parameter Index

UDP

User Datagram Protocol

WAN

Wide Area Network

DEFINITIONS
Definitions are consistent with IETF terminology.

Access Network

A network that is characterized by a specific access technology.
Administrative Domain

An administrative entity in the ATN/IPS.  An Administrative Domain can be an individual State, a group of States, an Aeronautical Industry Organization (e.g., an Air-Ground Service Provider), or an Air Navigation Service Provider (ANSP) that manages ATN/IPS network resources and services.  From a routing perspective, an Administrative Domain includes one or more Autonomous Systems.
ATN/IPS Internetwork

The ATN/IPS internetwork consists of IPS nodes and networks operating in a multinational environment.

Autonomous System



A connected group of one or more IP prefixes, run by one or more network operators, which has a single, clearly defined routing policy.
Global Mobility
Global Mobility is mobility across access networks.


Handover Control 
The handover control (HC) function is used to provide the ‘session continuity’ for the ‘on-going’ session of the mobile node.
Host
A host is a node that is not a router.  A host is a computer connected to the ATN/IPS that provides end users with services. 
Host-based Mobility Management
A mobility management scheme in which MM signaling is performed by the mobile node.  
Local Mobility


Local Mobility is network layer mobility within an access network.

Location Management 
The location management (LM) function is used to keep track of the movement of a mobile node and to locate the mobile node for data delivery.
Network-based Mobility Management
A mobility management scheme in which the MM signaling is performed by the network entities on behalf of the mobile node. 
Node

A device that implements IPv6
Router
A router is an node that forwards Internet Protocol (IP) packets not explicitly addressed to itself.   A router manages the relaying and routing of data while in transit from an originating end system to a destination end system.

Inter-Domain Routing (Exterior Routing Protocol)


Protocols for exchanging routing information between Autonomous Systems.  They may in some cases be used between routers within an AS, but they primarily deal with exchanging information between Autonomous Systems.

Intra-Domain Routing (Interior Routing Protocol)


Protocols for exchanging routing information between routers within an AS.
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