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 SEQ CHAPTER \h \r 1FOREWORD


The material contained in this document supplements Standards and Recommended Practices (SARPs).  This document is to be used to assist in the deployment of IPS system of the aeronautical telecommunication network (ATN)  as defined in Annex 10 — Aeronautical Telecommunications, Volume III — Communication Systems and Part I — Digital Data Communication Systems and the IPS manual Doc XXXX. The purpose of this document is to support the deployment of ATN network components in ICAO Regions.


In December 1997, the Air Navigation Commission (ANC) agreed that detailed technical provisions for the ATN should be published as an ICAO manual (to be updated annually, if necessary), while retaining its SARPs-style language.  The ANC will review the status of the material contained in this document
, after sufficient implementation and operational experience has been gained and the requirements for the extent of standardization of ATN and other complex aeronautical systems have been better ascertained. 



This document consists of nine Sub-Chapters



Chapter 1
—  Elements for IPS Guidance Material



Chapter 2
—  Eurocontrol IPv6 Addressing Scheme



Chapter 3
—  Transit Traffic



Chapter 4
—  IP Multicast



Chapter 5
—  QOS for IPS



Chapter 6
—  IPS Security Guidance



Chapter VII
—  Directory Services (DIR)



Chapter VIII 
—  Security (SEC)



Chapter IX   
—   Registration (REG)


In line with the agreement by the ANC that the document should be updated on a yearly basis (if deemed necessary), the Third Edition has been published to incorporate changes necessitated by continuing validation and implementation activities.

1 Introduction

The ATN/IPS Guidance Document contains information to assist member states in the deployment of a harmonized IPS network infrastructure to support the delivery of Air Traffic Management (ATM) services. The following minimum core services should be provided by ATN/IPS:

· IP network services

· Security

· Infrastructure management

· Global information exchange 

These core services enable ATN applications to exchange voice and data with appropriate priority and security over an underlying transport networks with QoS and CoS technology.

1.1 Background

The ICAO/ATN has established specific goals for modernizing global ATM systems. ATN/IPS [1] is a new concept based upon an open, flexible, modular, manageable, and secure architecture that is transparent to the stakeholders. This approach provides value by using industry networking products thereby reducing costs and risks, enabling new capabilities and enhancing legacy services. 

2 Elements of IPS Guidance Material

This section contains general guidance information about TCP/IP and also provides information for implementation of IP services for the ATN.
2.1 Transport layer

The transport layer protocols are used to provide a variety of services over the ATN. There are two mandatory transport protocols, TCP and UDP.  TCP is used to provide reliable transport services and UDP is used to provide best effort service.  
2.1.1 Generality

TCP and UDP are adopted by ATN because as they are the end-to-end transmission protocols standardized by the Internet Society (ISOC) for all IP enabled devices.

In order to ease inter-connection between IPS systems over the public internet, the ISOC has published the following RFC which can also be used within a private network environment such as the ATN:  

RFC 1122 - Requirements for Internet Hosts -- Communication Layers

2.1.2 Connection oriented and connectionless transmission

TCP provides a connection-oriented service with a reliable semantic. It operates above the network layer which does not necessarily detect and report all errors (e.g. corruption, misrouting). For this purpose, it provides:
· Error detection based on a checksum covering the transport header and payload as well as some vital network layer information.

· Recovery from error based on retransmission of erroneous or lost packets.

TCP is also designed for to detect and manage end-to-end network congestion and mximum user data segment sizes. This is essential for operation over hetereogeneous subnetworks with some low bandwidth / high latency trunks, such as the actual ATN Air/Ground subnetworks.

UDP provides a connectionless service with limited error detection and no recovery, nor congestion management mechanisms. It is naturally dedicated for light data exchanges, where undetected occasional loss or corruption of packets is acceptable, and when simplicity of use is a goal. 

2.1.3 Transport layer addressing

Transport layer addressing relies on port numbers (16 bits integer values) that are associated with source and destinations endpoints to identify separate data streams.

Ports are classified in three categories with associated range of values:

· Well-known ports are those from 0 through 1023 and are assigned by IANA. On most systems these ports can only be used by system (or root) processes or by programs executed by privileged users. Such pre-defined well-known port numbers associated to distinct TCP and/or UDP applications, makes them visible (“well-known”) to client applications without specific knowledge / configuration.

· Registered ports are those from 1024 through 49151 and are registered by IANA following user request. Essentially such ports play the same role as well-known ports but for less critical or widespread applications. The use of such ports does not require specific privileges. 

· Dynamic and/or private ports are those from 49152 through 65535. They may be used freely by applications.

Port assignment is obtained on request to IANA. An up-to-date image of the port registry is available at:

http://www.iana.org/assignments/port-numbers

This assignment plan is compulsory over the public Internet. It should be made applicable to ATN IPS (at least concerning well-known ports) in order to avoid conflicts between standard IPS applications (that may be used in ATN IPS environment) and ATN applications.
ATN/IPS hosts will require to support the following port numbers when making use of the following applications:

· tcp 102 for ATSMHS

· tcp 8500 for FMTP

· tcp/udp 8600 for general purpose ASTERIX messages
2.1.4 Application interface to the transport layer

The application interface to the TCP and UDP transport layers is provided consistently on a wide range of platform / operating systems according to the specification made in:

RFC 3493 - Basic Socket Interface Extensions for IPv6

This RFC extends the socket interface (originally developed by the Berkeley University for supporting IPv4 in their BSD Unix distribution) to IPv6.

2.1.5 Congestion avoidance

In order to adapt to variables conditions for draining traffic in subnetworks, TCP implements basically 4 mechanisms: slow-start, congestion-avoidance, fast-retransmit and fast-recovery. These are specified in:

RFC 2581 - TCP Congestion Control

The two first mechanisms aim at preventing important loss of packets when congestion occurs, while the two others attempt to shorten the delay for retransmitting the lost packets. These mechanisms are implemented independently in every end system, they don’t completely avoid loss of packets.
In the case of low bandwidth subnetworks (e.g. ATN Air/Ground subnetworks), TCP applications may make use of the Explicit Congestion Notification mechanism will more likely provide a significant benefit. It is specified by:

RFC 3168 - The Addition of Explicit Congestion Notification (ECN) to IP

This feature anticipates congestion, significantly reducing packet loss. However, it impacts the transport and network layers, and requires participation of a significant number of routers in the networks (preferentially, the routers at the edge of low speeds / high latency subnetworks).

2.1.6 Error Detection and Recovery

TCP error detection relies on lack of timely received acknowledgement. Recovery is performed through retransmission of (supposed) lost packets.

Loss of a large numbers of packets in a short period of time may heavily incur the TCP connection throughput (hence performance). This may become critical for high latency subnetworks (e.g ATN Air/Ground subnetworks).

Support of TCP selective acknowledge option may mitigate this problem by allowing selective retransmission of lost packets only (instead of the whole sequence from the first to the last packet lost).
This option is specified in:

RFC 2018 - TCP Selective Acknowledgment Options
2.1.7 Performance Enhancing Proxies (PEPs)

Performance Enhancing Proxies (PEPs) are often employed to improve severely degraded TCP performance caused by different link characteristics in heterogeneous environments, e.g. in wireless or satellite environments that are common in aeronautical communications. Transport layer or application layer PEPs are applied to adapt the TCP parameters to the different link characteristics. 
RFC3135 “Performance Enhancing Proxies Intended to Mitigate Link-Related Degradations” is a survey of PEP performance enhancement techniques, and describes some of the implications of using Performance Enhancing Proxies. Most implications of using PEPs result from the fact that the end-to-end semantics of connections are usually broken. In particular, PEPs disable the use of end-to-end IPsec encryption and have implications on mobility and handoff procedures.
2.2 Network layer

The IPS ATN addressing is performed using IPv6.  The network layer provides the functionality that allows different types of networks to be joined and share a common addressing scheme.
2.2.1 Rationale for selecting IPv6 in ATN

IPv6 has been preferred to IPv4 in the ATN IPS context mainly for the following reasons:

· Official IPv4 address resources are limited, difficult to obtain for the global long term requirements of the ATN/IPS

· The Internet community is planning the transition from IPv4 to IPv6 and some ICAO regions have already deployed IPv6 network services

· A large number of IPv4 deployments make use of the same private address ranges defined in RFC1918 complicating their inter-connectivity

· IPv6 provides a large addressing space, allowing setting up a hierarchical addressing plan; inter-domain routing may easily take advantage of this feature to optimise routing information diffusion (aggregating / reducing network address prefixes).

· IPv6 provides extended addressing functionality such as:

· Native support for unicast, anycast and multicast.

· Address autoconfiguration in nodes.

· DHCP prefix delegation.

· Neighbour discovery (versatile, extensible).

· Improved support of mobility:

· Better integration of mobility / optimisation of routes in IPv6. 

· Support mobility of a whole network (Nemo). 

As for the hosts system, the Internet community provides some guidance on using IPv6 in:

RFC 4294 - IPv6 Node Requirements (note: may also reference NIST IPv6 profile here).

2.2.2 Transition between IPv4 and IPv6

Current ground communications are generally handled through appropriate profiles based on IPv4. For technical, economical and strategic reasons, transition to IPv6 will be made gradually and appropriate transition path need to be defined: 

RFC 4213 - Basic Transition Mechanisms for IPv6 Hosts and Routers

This RFC discusses dual stack approaches as well as tunnelling IPv6 traffic through existing IPv4 networks. The three main interoperability cases are as follows:

1) IPv6 nodes that require to communicate over an IPv4 subnetwork
2) IPv4 nodes that require to communicate over an IPv6 subnetwork

3) An IPv4 node that requires to communicate with an IPv6 node

Case 1 can be resolved by relying on common IPv6 over IPv4 tunnels. Although this does create additional overhead it would allow early deployment of ATN/IPS applications.

Case 2 could be resolved by relaying on IPv4 over IPv6 tunnels. Indeed, if the two autonomous IPv4 domains overlap in terms of routing and addressing interoperability may not be achieved. A dual stack approach is recommended to ensure that ATN systems can natively interface over the ATN/IPS without having to resort to such tunnelling techniques which may not be appropriate.
Case 3 can be the result of legacy applications that have not been updated to IPv6 or no longer maintained. In the ATN context, this issue needs to be considered as some application vendors (e.g. AMHS) do not have a dual stack solution and only support IPv4 profiles. This case can be handled through the use of network address translation from IPv4 to IPv6:

RFC 2766 - Network Address Translation - Protocol Translation (NAT-PT)
The benefit of NAT-PT and other similar mechanisms allow an IPv4-only system to behave as an IPv6 system and communicate over the ATN/IPS.
All ATN/IPS hosts are recommended to adopt a dual stack approach in order to ensure native inter-working over the ATN/IPS and local IPv4 environments without having to rely on the use of external tunnelling or translation devices.
2.2.3 Network Addressing

2.2.3.1 Definitions

2.2.3.1.1 Allocation

This is the address space that is set aside by a Regional Internet Registry (RIPE) for a Local Internet Registry (LIR).

2.2.3.1.2 Sub-allocation

This is the address space that is set aside by a Local Internet Registry for an LIR's downstream customer or organisation.

2.2.3.1.3 Assignment

Address space taken from the LIR allocation and given to the End User or to the LIR’s infrastructure.

2.2.3.2  IPv6 Addressing Scheme

The ATN/IPv6 addressing scheme is based on the allocation of a prefix to ICAO. In turn, ICAO can sub-allocate the address space to the ATN/IPS administrative domains. The Administrative Domains assign IPv6 addresses to the ATN/IPS subnetworks and nodes.
For example, within the European region in which the EUROCONTROL Agency has become an LIR and received the allocation of address prefix 2001:4b50::/32 as indicated in the http://www.ripe.net database.

inet6num:        2001:4b50::/32

org:             ORG-EitE1-RIPE

netname:         BE-EUROCONTROL-20050131

descr:           EUROCONTROL, the European Organisation for the Safety of Air Navigation

country:         BE

admin-c:         EJC2-RIPE

tech-c:          EJC2-RIPE

status:          ALLOCATED-BY-RIR

mnt-by:          RIPE-NCC-HM-MNT

mnt-lower:       EURO-HQ-MNT

mnt-routes:      EURO-HQ-MNT

source:          RIPE # Filtered

Acting as LIR, EUROCONTROL then sub-allocates /32 address space to its stakeholders and assigns IPv6 /48 prefixes on its behalf:

inet6num:       2001:4B50:0940::/48

netname:        RO-ROMATSA-OR-1

descr:          Assignment for site RO-ROMATSA-OR-1

country:        RO

admin-c:        CA1732-RIPE

tech-c:         CD1668-RIPE

status:         ASSIGNED

mnt-by:         EURO-HQ-MNT

source:         RIPE # Filtered

This assignment policy is based on the following IPv6 addressing scheme that is applicable within the European region.

[image: image1]
· The 3 bits of Field F1 are assigned as follows;

	F1 Assignment
	Binary
	Hex
	Network Name

	1
	000
	0
	National/Regional Entities

	2
	001
	1
	Pan-European Organisations and Entities


· The 7 bits of the fixed “Net. Prefix” field are used to number each ANSP, organisation or infrastructure that can be considered as a single entity; the high order bit of the “Net. Prefix” is set to 0 for national entities and 1 for regional entities;

· The 1 bit of the v4/v6 field is a toggle bit to indicate if IP address translation is required at the network border.

· The 5 bits of F2 field are assigned sequentially to provide multiple /48 per network prefix, the bit assignment follows RFC 3531 (A Flexible Method for Managing the Assignment of Bits of an IPv6 Address Block).

	F2 Assignment
	Binary
	Hex
	Network Name

	1
	00000
	0
	First Operational

	2
	10000
	10
	First Pre-Operational

	3
	01000
	8
	Second Operational

	4
	11000
	18
	Second Pre-Operational

	5
	00100
	4
	Third Operational

	6
	10100
	14
	Third Pre-Operational

	7
	01100
	C
	….

	8
	11100
	1C
	….

	9
	00010
	2
	….

	….
	….
	
	

	….
	….
	
	

	32
	11111
	1F
	….


Stakeholders assign the remaining 80 bits of the address based on their own policies but advised to consider RFC 3531 (A Flexible Method for Managing the Assignment of Bits of an IPv6 Address Block); typically the first 16 bits (SLA ID) are used to represent location related information.  

2.2.4 Inter-domain routing

2.2.4.1 AS numbering plan

AS numbers need to be assigned and configured in ATN/IPS routers to announce their autonomous systems within the routed domain. The AS numbering plan is presented in Annex 1.

2.2.4.2 ATN/IPS  Router Ids
In order to establish BGP between two neighbour, each BGP peer must define a router id. If two routers make use of the same router-id value, BGP cannot be established. As the router id is a 32 bit field, it is usually on the IPv4 address of the router.
As ATN IPS routers may not have IPv4 interfaces a scheme needs to be recommended. Although global uniqueness of these values is not a pre-requisite, to ease implementation of the ATN IPS the following scheme is recommended (based on draft-dupont-durand-idr-ipv6-bgp-routerid-01.txt):
· 4 bits set to one,

· 16 bits set to the AS number (a global AS number plan is part of this Document)
· 12 bits manually allocated within the domain. This allows for 4096 different router IDs in each routing domain.

2.2.4.3 Routing Advertisement
ATN IPS routers should advertise network prefixes based on consistent prefix lengths or aggregate route prefixes;

2.2.4.4 Traffic type segregation

BGP-4 does not natively allow setting up different set of routes for different traffic to the same destination.

ATN IPS requirement on traffic type segregation may be fulfilled by appropriate provisions in the ATN addressing plan: if the ATN address incorporates an indication of the traffic type, BGP-4 will transparently flood segregated route information for the various traffics.

2.2.5 Qos management

2.2.5.1 Differentiated Service

Differentiated Service (RFC 2474) provides a mean for specifying and implementing Qos handling consistently in IPS network. This specification is made on a per node basis, specifying behaviour of individual nodes concerning Qos (Per Hop behaviour).

The general framework / current practices is depicted in details in:

RFC 2475 - Architecture for Differentiated Services 

2.2.5.2 Traffic Priority

Historically, network layer priority was selected explicitly by the sending application through the TOS field. Although Differentiated Service (RFC 2474) preserves the IP precedence semantic of the TOS field, this approach is now deprecated. This is partly because the IP precedence has been superseded by the Per-Hop-Behaviour strategy inside Differentiated service, but also because network administrators usually don’t trust QOS specification coming from the application.

ATN application traffics can be identified / prioritised according to the destination port of datagrams when they enter the network:

· This provides transparent and safe identification of traffics, because the destination port is always a trusted information (otherwise the traffic will never reach its destination).

· But this requires specification of a distinct port for every ATN application (proliferation of ports would unnecessarily complexity administration of routers, and incurs their performance).

· During transit in the IPS network, corresponding datagrams could be marked using the Differentiated Service field, in respect to the practices indicated in RFC 2475.

2.2.6 Application interface to the network  layer

Although applications generally accede to the communication service at the transport layer, it is sometime necessary to transmit and receive datagrams at the network level. This is granted by some socket API extensions specified in:

RFC 3542 - Advanced Sockets Application Program Interface (API) for IPv6

It is to be notedt that the current ATN/IPS applications do not require such an interface. 
3 ATN/IPS Policies
The purpose of this section is to raise various policy issues in managing ATN traffic within the IPS. Proper traffic management can ensure cost-efficiency within ATN Administrative Domains and be based on principles of fairness and responsibility.

3.1 Transit Traffic

The ATN IPS manual does not specify which routes are to be advertised between ATN IPS routers nor basic traffic management policies for a dynamically routed environment.

ATN IPS routers will exchange information about their internal network prefixes with its immediate neighbour routers but may also forward routing information about other network prefixes learned from other BGP neighbours.

As a result, traffic between two Administrative Domains may be relayed by an number of intermediate Administrative Domains. Such traffic being carried on behalf of two others is termed transit traffic.
All Administrative Domains that participate to the ATN IPS must ensure the proper handling of transit traffic on the following basis:
· An Administrative Domain shall not advertise a network prefix if it is not prepared to accept incoming traffic to that network prefix destination;

· When establishing the interconnections between two Administrative domains a charging mechanism may be agreed to support implicit corresponding transit policy;

· Administrative Domains that relay transit traffic shall ensure that the associated security and QoS policies of the traffic is maintained;

4 QoS/CoS Definition 

QoS encompasses the capability of a network to provide prioritized communications services in a quantifiable manner for defined network traffic classes [note: traffic at the class level is classified by the Class of Services (CoS)], over various underlying communication technologies, in accordance with stakeholder needs [2 and 3]. Relevant metrics for QoS include:

· Service Availability – Reliability of users’ connection to the network (Availability and reliability are not the same.)

· Delay – time taken by a packet to traverse the network from end to end (from one identified point to another identified point, not necessarily with the whole network in between)

· Delay jitter – Variation of delay encountered by similar packets following the same route through the network (jitter definition does not imply the same route)

· Throughput – Rate at which packets go through the network

· Packet Loss Rate – Rate at which packets are dropped, lost, or become corrupted while going through the network

Class of Service (CoS): In an enterprise network, CoS differentiates high-priority traffic from lower-priority traffic. Tags may be added to the packets to identify such classes, but they do not guarantee delivery as do QoS functions, which are implemented in the network devices [2]. 

QoS vs. CoS: QoS is often used in conjunction with Class of Service. The shortest definition of CoS would be “a grouping”. CoS defines groups of traffic with a specific type of service, QoS manages this type of service and assures that it is delivered. Similar types of data such as Voice, Live Video, or streaming video and large file transfer can be grouped together in a service class and treated with a same level of service priority.
Traffic Class (TC): Refers to an aggregation of data flows which are given similar service within a switched network.

4.1 Discussion

Why QoS – the term QoS refers to a broad collection of networking technologies and techniques. QoS mechanisms expedite services for designated traffic classes, based upon stakeholder prioritization. These mechanisms may be classified under the following levels:

· Soft QoS – Packets, as identified by their traffic class, are processed by relative priority to other traffic present at each node (e.g., router, switch). This approach is statistically based, so no guarantees can be provided for end-to-end performance. Tools that effect soft QoS include:

· Differentiated Services (DiffServ), triggered by the following packet fields:

· For IPv4, the Type of Service (ToS)

· For IPv6, the Flow Label (RFCs 2460 and 2676)

· For LANs, IEEE 802.1p/Q tag-based prioritization

· Hard QoS – Traffic class stream channels are reserved to guarantee end-to-end performance. Tools that enable hard QoS include:

· ReSerVation Protocol (RSVP)

· Class Based Weighted Fair Queuing (CBWFQ)

QoS signaling techniques (e.g., Subnet Bandwidth Manager (SBM)) enable routers and switches to control network traffic flow.

The basic QoS layered architecture is shown in Figure 1.
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QoS network components are shown in Figure 2, reflecting three fundamental aspects of QoS implementation:

1. Identification and marking techniques for coordinating QoS from end-to-end between network user elements

2. QoS within a single network element (e.g., queuing, scheduling, traffic-shaping tools, and signaling)

3. Policy, management, and accounting functions to control and administer end-to-end traffic across a network
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QoS Standards/Protocols are:

· Integrated Services (IntSer) [8]

· Guaranteed QoS Specification [9]

· DiffServ [10]

· MPLS [11]

· IEEE 802.1p,Q, D QoS/CoS [4]

· RSVP [12]

· Policy QoS Information Model/traffic class [13]

QoS can be implemented on various applications, such as:

· QoS in Wireless (LAN and WAN)

· Policy/Management 

· Voice, data, and video

· End-to-end application and networking

· Critical information exchange

Why CoS – Class of services is traffic differentiation or the ability to treat packets differently based on the packet’s importance. It is used when traffic load exceeds link capacity. CoS labels provide QoS mechanisms the ability to ensure that the highest priority packets are delivered first. CoS can be categorized based on requirements for traffic flow (e.g., highest priority, critical, essential, and normal).

CoS standards and protocols:

IEEE 802.1p and IEEE 802.1D for link layer [4]

Type of Services (ToS) for IP layer

DS or DiffServ for IP layer

MPLS

Why TC – Traffic classes identify incoming and outgoing packets of identical priority that are aggregated and managed by QoS mechanisms on edge router and switch interfaces to ensure equitable communication service as per policy-driven requirements. For additional information on the role of traffic classes in networking, see [7].

4.2 ATN/IPS QoS

The ATN/IPS QoS/CoS objectives and architecture are influenced by proper selection of the following functions:

· Applications and Traffic Classes 

· Transport layer protocols

· Security algorithms

· Flow and congestion Control

· Buffering and queue management – drop policies

· Multicasting protocols

· Routing and addressing schemes

· Media Access Control Protocols

· Bandwidth allocation and bandwidth-on-demand algorithms

· G-G and future A-G interfaces

· Network control and management

· Interoperability among network domains

· Internal and External Policy control

4.3 Summary
To define QoS/CoS service level parameters for ATN/IPS, the following information is needed:

· Functional Specification and interfaces

· Service availability

· ATN/IPS architecture and layer model

· Definition of end-to-end (e.g., Host-to-host, Host to sensor, G-G, A-G, and transmission network)

· Services (e.g., security, unicast, anycast, and multicast)

· Users profiles

· Type and priority of messages (e.g., critical, demand, or normal, for operational or admin)

· Network level of service and capabilities (e.g. Point-to-Point, Multi-point, inter/intra interfaces, WAN/LAN)

· Number of Satellite users

5 IPS Security Guidance Material

All IPv6 nodes must support the IP Security (IPsec) features.  Although support is mandatory, actual use of the feature is not. ATN IPS Ground/Ground implementations therefore must implement the feature; however, it is only required for use when network layer security is required.  The use requirement is based on a threat and vulnerability analysis, generally performed as part of an overall Security Certification and Accreditation Process (SCAP).

IPv6 IPsec is functionally the same as IPv4 IPSec but with slightly different mechanisms. 
5.1  IPsec Authentication Header and Encapsulating Security Payload


IPv6 defines two security extension headers: the Authentication Extension (AH) and the Encapsulating Security Payload (ESP) Extension. The AH header provides authentication, data integrity, and optional replay protection. The ESP Extension header provides these services and additionally provides confidentiality by encrypting the entire data payload. 
To use these mechanisms, security associations (SAs)  must be defined between endpoints. An SA is uniquely identified by a Security Parameter Index (SPI), an IP Destination Address, and an AH or ESP security protocol identifier. For packets transmitted to a unique receiver through a unicast address, the SPI is chosen by the receiver.  The SPI is carried in AH and ESP headers to enable the receiver to select the SA for the processing of the receiving packet. When packets are sent to a group of receivers through a multicast address, the SPI is common to all members of the group. Since the SPI is shared with all members of a multicast group, a receiver only knows that the packets originated from a node possessing the key for that multicast group. A receiver in general will not be able to authenticate which node sent the multicast traffic.

5.2 Authentication Header

The IP AH is depicted in Figure 1. The Payload Length field specifies the length of AH. The SPI identifies a security association. The Sequence Number protects against replay attack. The authentication data is a variable-length field that contains the authentication digest of the packet.  The authentication digest is applied to the IP header and to the payload.  Since some of the IP fields may change in transit, these fields are zeroed out before the authentication digest is applied.

The Authentication Data field is a variable length field that depends on the authentication digest applied.  The current version of “Cryptographic Algorithm Implementation Requirements for ESP and AH” (RFC 4305) specifies that HMAC-SHA1-96 must be implemented, AES-XCBC-MAC-96 should be implemented, and HMAC-MD5-96 may be implemented.
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Figure 1.  Authentication Header

5.3 Encapsulating Security Payload

The ESP (Figure 2) is used to provide confidentiality, including message content confidentiality and limited traffic flow confidentiality. It also provides data origin authentication, connectionless integrity, and anti-replay service.

The current version of “Cryptographic Algorithm Implementation Requirements for ESP and AH” (RFC 4305) specifies the encryption algorithms supported.  RFC 4305 specifies that that TripleDES-CBC or the NULL algorithm must be implemented, AES-CBC and AES-CTR should be implemented, and DES-CBC should not be implemented.

The sequence number protects the receiver against replay attacks. The authentication data field protects the receiver against the attacks that operate by modifying the encrypted data. It is computed over the ESP packet, excluding the Authentication Data field.  The Authentication Data field is a variable length field that depends on the authentication digest applied.  The current version of “Cryptographic Algorithm Implementation Requirements for ESP and AH” (RFC 4305) specifies that HMAC-SHA1-96 and the NULL algorithm must be implemented, AES-XCBC-MAC-96 should be implemented, and HMAC-MD5-96 may be implemented.
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Figure 2.  Encapsulating Security Payload Format

5.4 IPsec Transport and Tunnel Modes

AH and ESP support both the transport mode and tunnel modes. The transport mode involves encrypting only the transport header and transport payload, whereas in the tunnel mode a new encapsulating header is created and the entire original IPv6 datagram is encrypted. Both types of headers (AH and ESP) are used simultaneously to provide the authentication, data integrity, replay protection, and confidentiality security services. 
The tunnel mode is used when each end of a security association is a gateway device such as a firewall or router that implements IPSec (shown in Figure 3). The firewall (or other device) encapsulates the encrypted packet in a new outer header with the source firewall’s address as the source address and the destination firewall’s address as the destination address for the outer header. The packet is transmitted in a tunnel from the source firewall to the destination firewall. 


[image: image6.emf]Encrypted

Source A Source B

Dest. C Dest. D

A D Payload Payload D A B C

ESP

Header

Original

IP Header

ESP

Trailer

ESP

Auth.

Authenticated

Original

IP Header

New

IP Header


Figure 3. IPSec Tunnel Mode

5.5 IPsec Key Management

The establishment of a security association relies on using secret keys between the members of the association. Key management involves the determining and distribution of secret keys.

The IPSec architecture specifies the support of two types of key management:

· Manual. For a small network environment, the keys for each system, as well as the keys of other communicating systems are manually configured by a system administrator.

· Dynamic For a large network environment, an automated system is used to provide on-demand key creation. 

5.5.1 Manual Key Management

Describe configuration of SPI and Key(s)

5.5.2 Dynamic Key Management

Describe operation of IKEv2

5.5.3 Describe configuration options


Pre-shared Keys


Certificate Authority



Digital Signatures


Encrypted Nonces

6 Alternatives to IPv6 Security

6.1 Security at Different Layers

Security services are typically implemented at one or more of four different layers:

· Link layer security. Link layer security solutions provide security as data passes over a single physical link. Link layer security solutions are provided in almost all commercial data link standards, including all cellular standards, Ethernet, PPP for dial-up networking, and WLAN.

· Network layer security. Network layer security solutions encapsulate network layer packets, allowing security end points to be located within end systems, intermediate systems, or a combination of the two. 

· Transport layer security. Transport layer security solutions provide security services between the two endpoints of a transport layer connection. 

· Application layer security. Application layer security solutions incorporate security services into the application itself. 

6.1.1 Criteria Which Differentiate Between Security Solutions At Different Layers

There are a number of different criteria that can be used to differentiate between security solutions at different layers. This section summarizes some of the most important criteria.

6.1.1.1 Type of Threats

The first criterion to consider is the type of threats which the system is susceptible to. The following table shows a selection of threats which apply at different layers.

	Protocol Layer
	Threat

	Application
	Service and application theft; Database & document read, modify, insertion; wildlife(viruses, worms, Trojan Horses, etc.); Administrator services (Accts., privilege enhancement,  etc.)

	Presentation
	Message-level encryption attack,

copying of user display contents

	Session
	Password theft

	Transport
	Transit attacks (vs. 3rd party networks);

Back/trap doors; Port scanning; Buffer overflows;  NAKs

	Network
	Address spoofing, routing table corruption

	Mac
	DoS, Bulk encryption, EDAC, RX, Location

attacks, key theft 

	Physical
	Radio intercept, Eavesdropping, Jamming, Traffic Analysis, Physical damage


6.1.1.2 Location of Threats

Another criterion is the location of threats. If a particular threat can occur at any point in the communication path, then it is unlikely that a data link security solution protecting a particular physical link will do the job. Security experts are notoriously paranoid people and therefore typically favor end-to-end security over hop-by-hop security for this reason. End-to-end security is most closely associated with application layer security solutions, although this is a simplification – in some circumstances transport and even network security solutions can provide security that is “end-to-end enough” (the gap in WAP is an example of transport security that was not “end-to-end enough”), whereas in other circumstances even application security solutions are not really “end-to-end” (think about using the ATN application security solution to secure GACS).

6.1.1.3 Type of Security Service

Another criterion is the type of security service required. On the one hand, there are services like non-repudiation which are best supplied by application layer security solutions – since true non-repudiation requires that the user knows what is signed when it is signed – something that is easier to ensure when only application data is involved. On the other hand, there are services like anonymity which are best supplied by lower layer security solutions – since protecting more of the bits on the wire makes it less likely that the users identity will be given away, perhaps by addressing information that appears in layer headers. Other relevant services include replay protection and message re-ordering protection – for example the IP network layer protocol does not provide guarantees to deliver messages in order and hence it is problematic to provide message effective re-ordering protection at the network layer within TCP/IP network.

6.1.1.4 Type of Data

Another criterion is the type of data to be protected. Data specific to a particular layer will not be protected by security solutions which operate at a higher layer. The ATN provides a good example here. One of the threats considered important to prevent was the possibility of injection of false information into routing tables. The ATN handles routing table updates via the IDRP protocol, which operates at the network layer. Simply put, application and transport security solution are of no use in this scenario since they will not protect the network layer IDRP information.

6.1.1.5 Efficiency

A final important criterion that must not be overlooked is efficiency. Efficiency is a broad term that can apply in different ways in different situations. For example:

· Efficiency can mean minimizing developmental overhead – which may result in a desire to use a lower layer security solution so that security does not have to be added to each application.

· Efficiency can mean minimizing the administrative overhead involved in operating a security solution – which may result in a desire to use a lower layer security solution and run packets for a number of applications through a single secure pipe.

· Efficiency can mean minimizing computational overhead.

· Efficiency can mean minimizing the bits on the wire. Interestingly the desire to minimize the bits on the wire pushed the ATN towards an application layer security solution in order to leverage the existing relationship between the CM application and other application entities.

6.2 Alternatives/Compliments to IPsec 

· Data Link Layer

· Point-to-Point Tunneling Protocol (PPTP)

· Layer 2 Tunneling Protocol (L2TP)

· Layer 2 Forwarding

· Transport Layer

· Transport Layer Security (TLS)

· Application Layer

· Secure Shell (SSH)

· Application Specific protocols (e.g. e-mail)

· ATN Application Security

6.3 Need for Security at Multiple Levels in Aviation Environment

Consider a CAA-provided CPDLC service. Two of the primary threats are the introduction of hazardous information by an attacker at any point in the data’s communications path with the purpose of misleading either the pilot or the controller, and the penetration and hacking of the CAA’s network via the CPDLC communications path. No security solution at a single layer will address both these threats – end-to-end security (for example via an application layer security solution) is needed to prevent CPDLC messages being altered or injected, while perimeter protection (for example via a network layer security solution or firewall) is needed to prevent penetration of other systems within the CAA’s network. End-to-end security does not prevent penetration into other systems since the target systems do not implement CPDLC security, and perimeter security does not prevent CPDLC messages being altered or injected within the CAA’s network perimeter.

7 Multicast Service for Surveillance Services
7.1 General
The need to send the same information to multiple receivers is one of the main requirements of surveillance data distribution. This requirement can be supported by the Internet Protocol versions 4 and 6 (IPv4 and IPv6 respectively) multicast services. Other networking techniques that achieve the same multicast objective are not further considered within the scope of this document.

A limited number of States have deployed national IPv4 multicast services for surveillance data distribution However, the limited range of the IPv4 multicast address space inhibits the deployment of scalable multicast service within the ATN/IPS. Furthermore, at present, there are no gateways to allow interworking between IPv4 and IPv6 multicast implementations.
Contrary to existing deployments on the basis of PIM-SM (Protocol Independent Multicast--Sparse Mode), source specific multicast (SSM) provides added simplicity and resiliency to the routing of IP multicast traffic and is ideally suited for surveillance needs.

It is recommended to deploy IPv6 source specific multicast (SSM) within the ATN IPS.
Guidelines prepared by EUROCONTROL entitled : “EUROCONTROL GUIDELINES FOR IMPLEMENTATION SUPPORT (EGIS) Part 5: COMMUNICATION & NAVIGATION SPECIFICATIONS, Chapter 12, SURVEILLANCE DISTRIBUTION OVER IP MULTICAST PROFILE REQUIREMENT LIST (PRL)” can be used as a basis to deploy such a multicast service (http://www.eurocontrol.int/communications/gallery/content/public/documents/EGIS-SDPRL-Released.Ed.2.0.pdf). These guidelines recognize that IPv4 multicast may be used locally but IPv6 source specific multicast (SSM) is to be used internationally or between ATN IPS Administrative Domains.
7.2  Multicast Addressing
The fundamental pre-requirsuite for a successful deployment of a multicast service is the addressing scheme. As described in the above, surveillance data is delivered using the source specific multicast (SSM) service. A data channel is defined by the combination of destination multicast address and source unicast address, and contains a single surveillance data flow.

The following figure shows such an IPv6 multicast address:
|   8    |  4 |  4 |   8    |    8   |       64       |    32    |

+--------+----+----+--------+--------+----------------+----------+

|11111111|0011|1110|00000000|00000000| 000……………………000 | group ID |

+--------+----+----+--------+--------+----------------+----------+

Figure 1: SSM Multicast IPv6 address with global scope
The IPv6 multicast group ID shall be in the range 0x8000000 to 0xFFFFFFFF allowed for dynamic assignment by a host, as specified in  RFC 3307 section 4.3 and RFC 4607 section 1.

The resulting available IPv6 SSM address range is FF3E::8000:0/97 (FF3E:0:0:0:0:0:8000:0 /97).

Assuming the appropriate access to the service, to receive a SSM (source specific multicast) stream one requires three parameters:

•
Source-address (unicast address)

•
Multicast address (as indicated by the source application)

•
Port (default is 8600 for ASTERIX surveillance data in Europe)

We can delete above sections 8 and 9 if we directly point to the EGIS document

Annex 1 : AS numbering plan
	ICAO Region
	Country/Organisation/Location
	ASN
	
	ICAO Region
	Country/Organisation/Location
	ASN

	MID
	Afghanistan 
	64512
	
	EUR/NAT
	Ireland 
	64688

	APAC
	American Samoa 
	64513
	
	EUR/NAT
	Italy 
	64692

	ESAF
	Angola 
	64514
	
	EUR/NAT
	Kazakhstan 
	64696

	NACC
	Anguilla I. (U.K.) 
	64515
	
	EUR/NAT
	Kyrgyzstan 
	64700

	NACC
	Antigua and Barbuda 
	64516
	
	EUR/NAT
	Latvia 
	64704

	SAM
	Argentina 
	64517
	
	EUR/NAT
	Liechtenstein
	64706

	NACC
	Aruba (Netherlands) 
	64518
	
	EUR/NAT
	Lithuania 
	64708

	WACAF
	Ascension and St Helena Is. (U.K.)
	64519
	
	EUR/NAT
	Luxembourg 
	64712

	APAC
	Australia 
	64520
	
	EUR/NAT
	The former Yugoslav Republic of Macedonia 
	64716

	NACC
	Bahamas 
	64521
	
	EUR/NAT
	Malta 
	64720

	APAC
	Bangladesh 
	64522
	
	EUR/NAT
	Monaco 
	64724

	NACC
	Barbados 
	64523
	
	EUR/NAT
	Montenegro
	64725

	NACC
	Belize 
	64524
	
	EUR/NAT
	Morocco 
	64726

	WACAF
	Benin 
	64525
	
	EUR/NAT
	Netherlands 
	64728

	NACC
	Bermuda (U.K.) 
	64526
	
	EUR/NAT
	Norway 
	64732

	APAC
	Bhutan 
	64527
	
	EUR/NAT
	Poland 
	64736

	SAM
	Bolivarian Republic of Venezuela 
	64528
	
	EUR/NAT
	Portugal 
	64740

	SAM
	Bolivia 
	64529
	
	EUR/NAT
	Republic of Moldova 
	64744

	ESAF
	Botswana 
	64530
	
	EUR/NAT
	Romania 
	64748

	SAM
	Brazil 
	64531
	
	EUR/NAT
	Serbia
	64752

	ESAF
	British Indian Ocean Territory 
	64532
	
	EUR/NAT
	Russian Federation 
	64756

	APAC
	Brunei Darussalam 
	64533
	
	EUR/NAT
	San Marino 
	64758

	WACAF
	Burkina Faso 
	64534
	
	EUR/NAT
	Slovak Republic 
	64760

	ESAF
	Burundi 
	64535
	
	EUR/NAT
	Slovenia 
	64764

	APAC
	Cambodia 
	64536
	
	EUR/NAT
	Spain 
	64768

	WACAF
	Cameroon 
	64537
	
	EUR/NAT
	Sweden 
	64772

	NACC
	Canada 
	64538
	
	EUR/NAT
	Tajikistan 
	64776

	WACAF
	Cape Verde 
	64539
	
	EUR/NAT
	Switzerland 
	64780

	NACC
	Cayman Is. (U.K.) 
	64540
	
	EUR/NAT
	The Holy See
	64781

	WACAF
	Central African Republic 
	64541
	
	EUR/NAT
	Tunisia 
	64782

	WACAF
	Chad 
	64542
	
	EUR/NAT
	Turkey 
	64784

	SAM
	Chile 
	64543
	
	EUR/NAT
	Turkmenistan 
	64788

	APAC
	China 
	64544
	
	EUR/NAT
	Ukraine 
	64792

	SAM
	Colombia 
	64545
	
	EUR/NAT
	United Kingdom 
	64796

	WACAF
	Congo 
	64546
	
	EUR/NAT
	Uzbekistan 
	64800

	APAC
	Cook Islands 
	64547
	
	EUR/NAT
	Regional - Benelux/Germany
	65108

	NACC
	Costa Rica 
	64548
	
	EUR/NAT
	Regional - Central Europe
	65112

	WACAF
	Côte d'Ivoire 
	64549
	
	EUR/NAT
	EUROCONTROL
	65208

	NACC
	Cuba 
	64550
	
	EUR/NAT
	EUROCONTROL
	65212

	APAC
	Democratic People's Republic of Korea 
	64551
	
	EUR/NAT
	EUROCONTROL
	65216

	WACAF
	Democratic Republic of the Congo 
	64552
	
	EUR/NAT
	EUROCONTROL
	65220

	APAC
	Democratic Republic of Timor-Leste 
	64553
	
	EUR/NAT
	EUROCONTROL
	65224

	ESAF
	Djibouti 
	64554
	
	EUR/NAT
	EUROCONTROL
	65228

	NACC
	Dominica 
	64555
	
	EUR/NAT
	EUROCONTROL
	65232

	NACC
	Dominican Republic 
	64556
	
	EUR/NAT
	EUROCONTROL
	65236

	APAC
	Easter Island (Chile)
	64557
	
	WACAF
	Mauritania 
	65237

	SAM
	Ecuador 
	64558
	
	ESAF
	Mauritius 
	65238

	MID
	Egypt 
	64559
	
	NACC
	Mexico 
	65239

	NACC
	El Salvador 
	64560
	
	APAC
	Micronesia, Federated States of 
	65240

	WACAF
	Equatorial Guinea 
	64561
	
	APAC
	Midway Is. (U.S.) 
	65241

	ESAF
	Eritrea 
	64562
	
	APAC
	Mongolia 
	65242

	ESAF
	Ethiopia 
	64563
	
	NACC
	Montserrat I. (U.K.) 
	65243

	SAM
	Falklands Is. (U.K.) 
	64564
	
	ESAF
	Mozambique 
	65244

	NACC
	French Antilles (?)
	64565
	
	APAC
	Myanmar 
	65245

	WACAF
	Gabon 
	64566
	
	ESAF
	Namibia 
	65246

	WACAF
	Gambia 
	64567
	
	APAC
	Nauru 
	65247

	WACAF
	Ghana 
	64568
	
	APAC
	Nepal 
	65248

	NACC
	Grenada 
	64569
	
	NACC
	Netherlands Antilles 
	65249

	APAC
	Guam (U.S.) ?
	64570
	
	APAC
	New Caledonia 
	65250

	NACC
	Guatemala 
	64571
	
	APAC
	New Zealand 
	65251

	WACAF
	Guinea 
	64572
	
	NACC
	Nicaragua 
	65252

	WACAF
	Guinea-Bissau 
	64573
	
	WACAF
	Niger 
	65253

	SAM
	Guyana 
	64574
	
	WACAF
	Nigeria 
	65254

	SAM
	Guyane Francaise 
	64575
	
	APAC
	Niue Island (New Zealand) 
	65255

	NACC
	Haiti 
	64576
	
	MID
	Oman 
	65256

	SAM
	Honduras 
	64577
	
	MID
	Pakistan 
	65257

	APAC
	Hong Kong Special Administrative Region of China 
	64578
	
	APAC
	Palau 
	65258

	APAC
	Iles Wallis Et Futuna (France)
	64579
	
	
	Palestinian Territory, occupied 
	65259

	APAC
	India 
	64580
	
	APAC
	Palmyra Is. (U.S.)
	65260

	APAC
	Indonesia 
	64581
	
	SAM
	Panama 
	65261

	MID
	Iran, Islamic Republic of 
	64582
	
	APAC
	Papua New Guinea 
	65262

	MID
	Iraq 
	64583
	
	SAM
	Paraguay 
	65263

	MID
	Israel 
	64584
	
	SAM
	Peru 
	65264

	NACC
	Jamaica 
	64585
	
	APAC
	Philippines 
	65265

	APAC
	Japan 
	64586
	
	APAC
	Pitcairn Island (U.K.)
	65266

	APAC
	Johnston I. (U.S.) 
	64587
	
	APAC
	Polynesie Francaise 
	65267

	MID
	Jordan 
	64588
	
	NACC
	Puerto Rico 
	65268

	ESAF
	Kenya 
	64589
	
	MID
	Qatar 
	65269

	MID
	Kingdom of Bahrain 
	64590
	
	APAC
	Republic of Korea 
	65270

	APAC
	Kingman Reef (U.S.) ?
	64591
	
	APAC
	Republic of the Fiji Islands 
	65271

	APAC
	Kiribati 
	64592
	
	ESAF
	Rwanda 
	65272

	MID
	Kuwait 
	64593
	
	NACC
	Saint Kitts and Nevis 
	65273

	ESAF
	La Reunion (France) 
	64594
	
	NACC
	Saint Lucia 
	65274

	APAC
	Lao People's Democratic Republic 
	64595
	
	NACC
	Saint Vincent and the Grenadines 
	65275

	MID
	Lebanon 
	64596
	
	APAC
	Samoa 
	65276

	ESAF
	Lesotho 
	64597
	
	WACAF
	Sao Tome and Principe 
	65277

	WACAF
	Liberia 
	64598
	
	MID
	Saudi Arabia 
	65278

	MID
	Libyan Arab Jamahiriya 
	64599
	
	WACAF
	Senegal 
	65279

	APAC
	Macao Special Administrative Region of China 
	64600
	
	ESAF
	Seychelles 
	65280

	ESAF
	Madagascar 
	64601
	
	WACAF
	Sierra Leone 
	65281

	ESAF
	Malawi 
	64602
	
	APAC
	Singapore 
	65282

	APAC
	Malaysia 
	64603
	
	APAC
	Solomon Islands 
	65283

	APAC
	Maldives 
	64604
	
	ESAF
	Somali Republic 
	65284

	WACAF
	Mali 
	64605
	
	ESAF
	South Africa 
	65285

	APAC
	Mariana Is. (U.S.) 
	64606
	
	APAC
	Sri Lanka 
	65286

	APAC
	Marshall Islands 
	64607
	
	MID
	Sudan 
	65287

	EUR/NAT
	Albania 
	64608
	
	SAM
	Suriname 
	65288

	EUR/NAT
	Algeria 
	64609
	
	ESAF
	Swaziland 
	65289

	EUR/NAT
	Andorra 
	64610
	
	MID
	Syrian Arab Republic 
	65290

	EUR/NAT
	Armenia 
	64612
	
	APAC
	Thailand 
	65291

	EUR/NAT
	Austria 
	64616
	
	WACAF
	Togo 
	65292

	EUR/NAT
	Republic of Azerbaijan 
	64620
	
	APAC
	Tonga 
	65293

	EUR/NAT
	Belarus 
	64624
	
	NACC
	Trinidad And Tobago 
	65294

	EUR/NAT
	Belgium 
	64628
	
	NACC
	Turks And Caicos Islands (U.K.) 
	65295

	EUR/NAT
	Bosnia and Herzegovina 
	64632
	
	APAC
	Tuvalu 
	65296

	EUR/NAT
	Bulgaria 
	64636
	
	ESAF
	Uganda 
	65297

	EUR/NAT
	Croatia 
	64640
	
	ESAF
	Union of the Comoros 
	65298

	MID
	Cyprus 
	64644
	
	MID
	United Arab Emirates 
	65299

	EUR/NAT
	Czech Republic 
	64648
	
	ESAF
	United Republic of Tanzania 
	65300

	EUR/NAT
	Denmark 
	64652
	
	NACC
	United States of America 
	65301

	EUR/NAT
	Estonia 
	64656
	
	SAM
	Uruguay 
	65302

	EUR/NAT
	Finland 
	64660
	
	APAC
	Vanuatu 
	65303

	EUR/NAT
	France 
	64664
	
	APAC
	Viet Nam 
	65304

	EUR/NAT
	Georgia 
	64668
	
	NACC
	Virgin Islands (U.K.) 
	65305

	EUR/NAT
	Germany 
	64672
	
	NACC
	Virgin Islands (U.S.) 
	65306

	
	Gibraltar 
	64674
	
	APAC
	Wake I. (U.S.) 
	65307

	EUR/NAT
	Greece 
	64676
	
	
	Western Sahara 
	65308

	
	Greenland 
	64678
	
	MID
	Yemen 
	65309

	EUR/NAT
	Hungary 
	64680
	
	ESAF
	Zambia 
	65310

	EUR/NAT
	Iceland 
	64684
	
	ESAF
	Zimbabwe 
	65311
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�Normally the GM is approved by the Secretariat, this seems to be a copy/paste from a SARPS document


�See previous comment


�This RFC only refers to IPv4


�This section is not clear


�We should move this to section 4 QoS/CoS
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Figure 1- QoS Layered Architecture
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