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1
Introduction

ITU‑R has approved and revised Question ITU-R 216‑1/8, entitled "Compatibility of radionavigation and radiolocation services operating in the bands 2 900-3 100 MHz and 5 350‑5 650 MHz". That Question will serve as the framework to conduct compatibility studies in ITU-R. Question ITU‑R 216‑1/8 states that studies are to be completed by 2001. However, the WRC schedule has since been revised, so that it is now appropriate for studies to be completed by 2003. WRC‑2000 adopted Resolution 800 agenda item 1.17 calling for WRC‑03 to consider upgrading the status of radiolocation allocations in the 2 900-3 100 MHz band. It also adopted Resolution 736, as well as agenda item 1.5 of Resolution 800, calling for WRC‑03 to consider, inter alia upgrading the status of radiolocation allocations in the 5 350-5 650 MHz band. These two Resolutions also call inter alia for consideration of allocating the 5 470-5 725 MHz band to the mobile service (for "wireless access systems including RLANs") and consideration of additional primary allocations for the Earth exploration satellite service (active) and space research (active) in the frequency range 5 460-5 570 MHz.

WRC‑2000 separated the WRC‑03 agenda item for considering upgrades of radiolocation allocation in the 2 900-3 100 MHz band from the agenda item for considering upgrades of radiolocation allocation in the 5 350-5 650 MHz band, and agenda item 1.5 involves consideration of allocating parts of the 5 350‑5 650 MHz band to additional services. 

This proposed work plan is based on similar band-sharing studies that have been performed in ITU‑R. It contains an approach for conducting studies on the feasibility of sharing both the 2 900‑3 100 MHz and 5 350-5 650 MHz bands between radiolocation and other services allocated on a co-primary basis in these bands.

2
Objective

The objective of the studies is to develop appropriate Recommendations covering the following topics:

–
Technical and operational characteristics

–
Performance requirements

–
Protection criteria

–
Studies of compatibility and feasibility of sharing on a co-primary basis.

3
Approach

For radionavigation and radiolocation systems in these and other bands used by both services, studies will be performed to define technical and operational characteristics, performance requirements, protection criteria and feasibility of sharing. The studies should be performed as described in the following sections.

3.1
Technical and operational characteristics of radionavigation and radiolocation systems

The studies should address technical and operational characteristics of radionavigation and radiolocation systems needed to perform sharing studies. These systems should include representatives of each major category of the systems in each service; for example, the list of maritime radionavigation systems should include primary navigation radars as well as racons or other transponders.

Pertinent technical and operational characteristics for each representative system should include the following, if available:

3.1.1
Technical characteristics

–
Tuning range and operational tuning flexibility

–
Transmitter waveform type, including pulse-compression type

–
Transmitter pulse width

–
Peak transmitter power

–
PRFs and transmit duty ratios; PRF jitter or stagger

–
Transmitter 3 dB bandwidth

–
Main-beam antenna gain

–
e.i.r.p. (if transmitter power is not specified)

–
Antenna pattern type (pencil, fan, cosecant-squared, etc.)

–
Side-lobe levels (1st SLs and remote SLs)

–
Antenna pattern envelope or gain probability distribution

–
Polarization

–
Antenna scan type (continuous, random, 360, sector,...) and scan rate

–
RF receiver bandwidth

–
Receiver RF and IF saturation levels and recovery times

–
Receiver IF bandwidths

–
Processing gain relative to random noise

–
Doppler filtering bandwidth (a measure of coherent integration, and hence of processing gain, which discriminates against asynchronous pulses)

–
Pulse compression ratio

–
Interference-rejection features

–
RF and/or IF limiting levels

–
Evolving trends in radar design and capabilities.

3.1.2
Operational characteristics

–
Mission description

–
Numbers of systems deployed

–
Geographical distribution

–
Distribution of operating frequencies within band

–
Fraction of time in use

–
Fraction of active time spent in horizon scans

–
Fraction of active time spent in various functional modes (power management, band occupancy, etc.)

–
Redundancy and fusion of navigation data from multiple sources, including radionavigation-satellite sources of 2 900-3 100 MHz radiolocation and maritime radionavigation systems. Technical and operational characteristics are presented in Recommendation ITU-R M.1460 and Recommendation ITU-R M.1313.

3.1.3
Applicable ITU‑R documents

Many of the characteristics of radionavigation radars in the 2 900-3 100 MHz and 5 470-5 650 MHz bands can be taken from existing ITU‑R Recommendations. In particular:

Characteristics of radiolocation and airborne radionavigation systems operating in the  350‑5 650 MHz band are being developed for a new ITU-R Recommendation. Characteristics of the predominant primary-allocated user of the 2 900-3 100 MHz band, maritime radionavigation radars, have been documented in Recommendation ITU-R M.1313-1, Technical characteristics of maritime radionavigation radars. Characteristics of radar beacons that operate in conjunction with maritime navigation radars have been documented in Recommendation ITU-R M.824-2 (10/95), Technical parameters of radar beacons (RACONS).

Use of the 2 900-3 100 MHz band by the aeronautical radionavigation service is limited (by footnote S5.426) to ground-based radars. Those are expected to have characteristics similar to those of aeronautical radionavigation radars described in Recommendation ITU-R M.1464. That document presents protection criteria for the aeronautical radionavigation radars; however, it says relatively little about the degradation threshold for interference from pulsed radars. The number of aeronautical radionavigation radars using the 2 900-3 100 MHz band has been the subject of fairly extensive inquiries; such use exists but it is quite limited.

Characteristics of radiolocation radars using the 2 900-3 100 MHz band have been documented in Recommendation ITU-R M.1460. That document contains protection criteria, but again, it is not very specific about the pulsed interference that is encountered from other radars.

Substantial numbers of the radiolocation radars described in Recommendation ITU-R M.1460 have operated in the 2 900-3 100 MHz band for decades without causing harmful interference to or suffering harmful interference from the radionavigation systems in the band. This by itself is a strong indicator of compatibility between the two services.

Use of the 5 350-5 470 MHz band by the aeronautical radionavigation service is limited (by footnote S5.449) to airborne radars and associated airborne beacons.

Use of the 5 600-5 650 MHz band by ground-based radars for meteorological purposes are authorized to operate on a basis of equality with stations of the maritime radionavigation service.

Procedures for assessing the potential for interference between radars and systems in other services have been documented in Recommendation ITU-R M.1461. That Recommendation provides procedures to be used "as long as no more detailed procedures are available". However, its procedures for assessing interference to radars apply mainly to continuous, noise-like interference rather than to the pulsed interference that radars produce.

Techniques used in radars for suppressing low-duty-cycle pulsed interference are described in Recommendation ITU-R M.1372, Efficient use of the radio spectrum by radar stations in the radiodetermination service. Such techniques are highly pertinent to enhancement of compatibility between low-duty-cycle pulsed radar systems. Some of these and other techniques that are used, or can be used, in radar receiver-processors to mitigate any interfering effect of pulses received from other radars have also been described in Document 8B/72, Preliminary draft new report: Factors that mitigate interference from radiolocation radars to maritime and aeronautical radionavigation radars in the 2900-3100 MHz band (with additional applicability to radars in general, including radars in the 5250-5850 MHz band). Document 8B/72 is appended as ANNEX B to this attachment. Recommendation ITU‑R M.629 (07/86), Use of the radionavigation service of the frequency bands 2 900‑3 100 MHz, 5 470-5 650 MHz, 9 200-9 300 MHz, 9 300-9 500 MHz and 9 500-9 800 MHz, can also be considered.

3.2
Performance requirements

The performance requirements of radionavigation and radiolocation systems, along with the associated fraction/percent of time that these need to be met, are to be identified. These requirements can take forms such as the following measures of performance, with acceptable threshold values for each of them:

–
Required detection range with associated radar cross section

–
Required report update rate

–
Target-tracking capacity

–
Dependence on geographical location.

Performance requirements for a radar serving a position-location function might be much less demanding than those for one serving a collision-avoidance function. These thresholds may also be functions of geographical location; for example, requirements might be more demanding or less demanding depending on distance from continental shorelines.

3.3
Protection criteria

These are provided for radiolocation systems in Recommendation ITU-R M.1460 and for land‑based aeronautical radionavigation systems in Recommendation ITU-R M.1464.

3.3.1
Types of interference effects

Systems might fail to meet their performance requirements if undesired signals inflict excessive amounts of various types of interference degradation. Depending on the specific interacting systems and their deployments, those types might include:

3.3.1.1
Diffuse effects

–
Desensitization or reduction of detection range

–
Desired-signal dropouts: lowering of valid report update rate.

Because of their low duty ratio and antenna beam scanning, the pulsed interference that is inflicted by radars is unlikely to produce very substantial effects of these kinds.

3.3.1.2
Discrete effects

–
Detected interference: increase of false-alarm or false-response rate.

The pulsed interference that is inflicted by radars can produce effects of this kind.

3.3.2
Associated with those types of degradation, the protection criteria could consist of threshold values of parameters such as the following:

–
Tolerable reduction of detection range, with associated radar cross section (where applicable)

a)
Associated tolerable desensitization

–
Tolerable missed-scan rate

–
Interference-to-noise ratio, expressed in terms of:

a)
pulse-peak, 

b)
average, or

c)
single-spectral-line

–
Tolerable maximum false-alarm or false-response rate.

For some types of systems, the protection criteria might best be determined empirically.

It could be more useful to specify the threshold interference-to-noise ratio after IF filtering or after asynchronous-pulse rejection circuitry or postdetection processing, rather than at the antenna/receiver port. This is so because the numbers, widths and amplitudes of undesired pulses emerging from IF and pulse-processing circuitry can be altered by large and varying degrees by that circuitry, depending on the type of pulse waveform that is received and the type of received-signal processing that is implemented. For example, undesired chirped pulses whose frequency is swept rapidly through the receiver's IF passband could produce pulses at the IF output that are much narrower and weaker than the input pulses, and the energy of undesired pulses that are asynchronous with the desired pulses would be diluted by being spread over many range positions. Hence there is no well-defined threshold interference-to-noise ratio at the antenna port, whereas the threshold value could be meaningfully established, at least as a function of pulse width and pulse‑repetition rate, at the IF/processor output port. If the IF circuitry and pulse processing have been adequately described, such specification could facilitate proper accounting for their effects.

3.4
Studies of compatibility and feasibility of band sharing

These can draw upon the technical and operational characteristics, performance requirements and protection criteria. They will use analyses to assess the specified measures of undesired-signal effects that are expected in representative scenarios, worst-case situations or over global averages of deployed and operating systems.

The analyses might consist of simple manual calculations, or they might use computer algorithms. They might compute probabilities of interference directly, or they might simulate representative operational scenarios and derive statistical inferences from them. Each analysis would determine whether undesired-signal energy impinged on systems in the other service(s) satisfies the protection criteria.

Alternatively, empirical tests might be performed involving a particular combination of systems or range of parameters, and compatibility findings might be derived from the test results.

The extensive experience from common use of bands by radiolocation and radionavigation systems, as well as spaceborne active sensors, should also be considered. That experience need not be limited to the 2.9-3.1 GHz band. Much of this has already been done in Recommendation ITU-R M.1460. 

Such experience is a useful tool for assessing compatibility, particularly since it has been extensive and prolonged. In some ways, experience from common use of bands constitutes the best form of empirical assessment. Many radionavigation and radiolocation systems are aboard mobile platforms, making it difficult to define representative operational scenarios, but real scenarios are automatically accounted for when drawing on actual operational experience. If available, examples of common use of bands by radionavigation and radiolocation systems aboard the same mobile platform could be especially informative.

The analyses should seek to identify factors that have contributed to compatible operation in common bands as well as factors that have led to any incompatibilities that might have been observed. They should also develop estimates of compatibility that would prevail with foreseeable new systems introduced into the common bands. They can be used as a basis for ITU‑R Recommendations regarding feasibility of, and methods for, sharing of these bands. In these analyses, the following topics merit attention:

Mechanisms that aggravate effects of undesired signals:

–
Clutter cross-modulation

–
Ducted propagation

a)
(At frequencies below 3 100 MHz, this is virtually limited to other than evaporation ducts.)

3.4.1
Mechanisms that mitigate effects of undesired signals

These lie in two categories: mechanisms that are intrinsic to the system designs and operational procedures that can be taken to mitigate interference.

Mechanisms that are intrinsic to system design include these:

–
IF rejection of on-tuned undesired signals

a)
Reduction of pulse amplitude

b)
Reduction of pulse width

–
IF rejection of off-tuned undesired signals

–
Asynchronous pulse rejection ("de-fruiters", "PRF discriminators" or "pulse-to-pulse correlation")

a)
Reduction of pulse numbers

–
Processing gain/loss on undesired signals

a)
pulse compression and Doppler processing

–
Intermittency of interference due to scanning of undesired-signal source beam

a)
Use of random scan patterns

–
Reduction of undesired-signal energy by limiter action.

Among these factors, the asynchronism between the antenna scanning of radiolocation radars and radionavigation radars is particularly important. It is especially effective in avoiding generation of false targets in victim radars, since it causes any false alarms that occur to appear at rapidly and randomly varying directions so they are not interpreted as valid targets.

As a result of increasing computational capability and its integration into radar systems, radiolocation radars of modern design can reasonably be expected to be capable of flexibility in their operational procedures that can be exploited to mitigate interference. These options might include:

–
Avoidance of operation on certain frequencies in selected azimuth/elevation sectors

–
Power management; i.e. reduction of transmit power in those sectors

–
Selection of pulse waveforms that lessen the spectral power flux‑density radiated in those sectors.

Besides Recommendation ITU-R M.1372, the preliminary draft new report contained in Annex B addresses many of these issues, including suggested design features that are desirable in radiolocation radars to minimize and facilitate mitigation of interference within radionavigation radars that might receive radiolocation-radar pulses. However, it appears likely that some navigation radars perform interference-mitigating processes other than those described in the preliminary draft new report. This might be particularly true of ground-based aeronautical navigation radars in the 2 900-3 100 MHz band and perhaps of airborne navigation/weather‑avoidance radars in parts of the 5 350-5 650 MHz band. While the report emphasizes interference-mitigating phenomena that operate on the large or slow time scale of antenna beam scanning and phenomena that operate on the intermediate time scale of multiple-pulse integration, important degrees of mitigation can also be gained in some cases on a smaller or shorter time-scale. These include mismatch between unwanted pulses and individual-pulse filtering or correlation, such as occurs, for example, when a radar using one type of phase-coded pulse-compression waveform receives unwanted unmodulated pulses, chirp pulses, or pulses having a different type of phase coding. Although such mismatches might not introduce additional "on-tuned rejection", or total‑energy loss, it tends to leave the pulse energy spread out more or less uniformly over numerous range-detection cells. Because of that, subsequent processing by a cell-averaging CFAR technique tends not to produce false detections due to such pulses. Due to the variety of pulse waveforms and CFAR designs, it is difficult to generalize about the effectiveness of these factors. However, it is plausible that well-designed cell-averaging CFAR techniques might avoid false alarms when some types of long or very long undesired pulses are received. This mechanism might be especially effective when frequency-swept undesired pulses and mismatched frequency-swept desired-pulse processing are involved.

4
Conduct of work

To facilitate the work, exchange of technical characteristics, permissible undesired-signal levels and other needed information may be accomplished by correspondence. Since all the systems involved in this band are radars or radar-related systems, the Radar Correspondence Group is an appropriate vehicle for facilitating this work. This would establish a single point of contact among the interested parties and facilitate work during the interval between working party meetings.

annex A
(to attachment xX)

Operational use and future spectrum requirements for maritime radionavigation radars around 3 GHz

1
Worldwide "S-Band" radar population

At the present time it is estimated that there are more than 30 000 "S-Band" radars at sea, as shown in Table A. All of these "S-Band" radars are in ships with "X-Band" radars. The S‑Band population is thought to be growing in both merchant ships and fishing boats.

There are also a number, estimated to be about 100, fixed S-Band maritime radars used for the VTS service, pilotage stations and artillery and missile range surveillance. These are mostly situated in Europe.

2
S-Band radar manufacture

The estimated worldwide manufacture of maritime S-Band radar is in Table A. It is estimated that there are at least 11 manufacturers in 8 countries.

3
S-Band radar beacons (racons)

Table A includes an estimate of the worldwide racon population. This is about 3 000 systems. They are used to mark navigational hazards and shipping routes. At least 60% of these racons are capable of responding to S-Band radars as well as X-Band radars. The racons and radars have to comply with Recommendation ITU-R M.824-2 which defines the technical characteristics of S and X band racons. There are two known manufacturers of such systems.

Additionally, Table A includes the estimated population of radar target enhancers and search and rescue transponders, all of which currently operate in X-Band, but S-Band systems are expected to be developed.

4
Review of maritime radar frequencies

The use of the various radiodetermination bands for maritime radars is reviewed in Table B. This shows that the 12 GHz to 40 GHz bands have been tried in the past but are not useable due to the absorption and attenuation problems which limit range performance severely. The 5 GHz (C-Band) is not popular for maritime radar as users require two distinct and well separated bands, e.g. the S and X bands, to give really significantly different performance. The main use of C-band has been for navigational purposes in fishing craft in Japan. In the 1 GHz band, 1 215 MHz to 1 300 MHz (L‑band) the primary allocation is for the radiolocation service. The radionavigation service is not allocated worldwide, but to several countries as an additional allocation only. Furthermore, it would not be possible to have practical antennae, as these would be nearly 3 times larger than those at S‑band. Surface propagation at around 1 GHz over water would have poor performance.

5
Use of maritime radar frequencies

In Table C, the operational use of maritime radar is reviewed. This shows that the use of the S-band and X-band are complementary and are for both long and short range. As an example, most Baltic ferries use S-band radar for use in short range applications, to detect the small navigational spar 

buoys, and also for close range detection in ice with icebreakers in convoys, in order to detect the ships in ice clutter.

6
New IMO requirements for high speed craft and maritime radar

IMO has introduced new mandatory requirements for high speed craft and maritime radar as follows:

1)
A new high speed craft radar performance standard in Resolution A.820 was adopted in November 1995 and came into force for fitting on 1 January 1996. The specification requires a minimum range of 35 metres from an antenna height of only 7.5 metres. This has new frequency implications. The specification also permits the use of smaller S-band antennas than the current maritime standard, recognizing the merit of S-band radar for short range working, particularly in sea clutter. This application would be in the larger high speed craft which are required to carry two radars, at least one of which must be X-band.

2)
The IMO maritime radar performance standard in Resolution A.477 has been reviewed and a revised standard agreed as Resolution MSC.64(67) Annex 4. This will come into force for all new fittings after 1 January 1999. The range discrimination of all maritime radars, both S-band and X‑band, to which the new standard applies, has been improved significantly from 50 metres to 40 metres, which will require shorter pulse lengths.

3)
A draft International Code of Safety for ships in Polar waters (POLAR Code) has been developed. Article 12.5.1 of this draft Code states:


"All ships of Polar Classes 1 through 5 should have one radar fitted with an S-Band (10 cm) scanner for ice navigation."

IMO in July 2001 has concluded that maritime mobile radar systems would continue to contribute to safety of life at sea for decades to come and has resolved to study the future user requirements for such radars. The studies are also concerned with the current work in ITU-R on unwanted emissions and the effective use of the spectrum.

IMO has identified that the following will impact on the future use of the spectrum by maritime radars:
a)
minimum range and range discrimination;

b)
detection of SARTs and RACONs;

c)
target detection including performance under anomalous propagation and clutter conditions;

d)
probability of detection and false alarm rate;

e)
hazard and acceptable risk of interference to maritime radar;

f)
provision of hazard warning of fixed and floating objects; and

g)
maximum range.
The time-scale for the IMO studies is such that revised user performance standards should be available by mid-2004.
7
Frequency requirements for future S-band maritime radars

7.1
Need for retention of the maritime S-band (2 900 MHz-3 100 MHz)

S-band radar has been in wide use for maritime navigation for 57 years and its application and use is well proven. The transfer of this application to any other radiodetermination band cannot be contemplated without serious loss to essential marine safety services.

7.2
Use of the 2 900 MHz to 3 100 MHz band for maritime radionavigation

Since 1959 S-band maritime radars have been concentrated on the frequency 3 050 ( 30 MHz.

The reasons for not being in the centre of the band are largely historical and are partly to do with the use of sub-bands at the bottom end of the band.

The primary reasons are:

1)
From the early 1970s IALA requested that the sub-band 2 900 to 2 920 MHz be reserved for the use of racons, and maritime radars were not permitted to use this sub-band. Although these fixed frequency racon techniques have not, at present, been exploited, the sub-band remains reserved for this purpose until 2001.

2)
In the late 1970s the USSR wished to introduce a shipborne interrogator transponder system (SIT) in the sub-band 2 930 MHz to 2 950 MHz. This is still permitted under Radio Regulation footnotes S5.425 and S5.427.

7.3
Sharing the S-band radionavigation band

Because of the concentration of maritime radars in this band, and also the advent of sharing with other services from 1959, very severe radar interference was experienced on maritime radars by the late 1960s. Fortunately, by the mid 1970s processing techniques e.g. pulse-to-pulse correlation, were starting to become available to reduce such interference. Mechanisms for sharing of 2 900‑3 100 MHz by radiolocation on a co-primary basis will need to be carefully examined in order to ensure that such sharing does not cause harmful interference to the maritime radar safety service.

7.4
Re-organization of the bands 2.9 GHz to 3.1 GHz and 3.1 GHz to 3.3 GHz

Since 1959 the S-band maritime radars have been concentrated on 3 050 MHz, using short pulse widths of a nominal 80 nanoseconds or less. Large numbers of S-band radars use short pulse lengths of a nominal 40 nanoseconds and have been in use voluntarily for many years. These have been approved by many Administrations in Europe and the USA. More stringent range resolution and minimum range requirements are now being reviewed by IMO. This could require the use of very short pulse widths with associated wider frequency requirements. There have been no reported problems from unwanted emissions from these radars in the adjacent band of 3.1 GHz to 3.3 GHz.

To take account of the resulting wider bandwidths of the transmitted pulses, it may be necessary to seek an extension of the allocated frequency band for maritime radars into the band 3 100 MHz to 3 300 MHz.
It should be noted that 10 countries* are already additionally allocated for the radionavigation service on a co-primary basis with radiolocation, in the above band, in the Radio Regulations by footnote.
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TABLE A

Worldwide maritime radar manufacture - (CIRM model)

	CIRM members manufacturers
	Country of production
	IMO maritime radar X and S bands
	Fishing radar
	Yacht radar
	Naval radar
	River radar

	1
	Japan
	Yes X
	Yes
	Yes
	
	

	2
	Italy
	Yes X and S
	
	
	
	

	3
	Japan
	Yes X and S
	Yes
	Yes
	
	Yes

	4
	Japan
	Yes X and S
	Yes
	Yes
	
	Yes

	5
	U.K.
	Yes X and S
	Yes
	
	Yes
	Yes

	6
	U.K./U.S.A.
	Yes X and S
	Yes
	
	Yes
	Yes

	7
	U.S.A./U.K.
	Yes X and S
	Yes
	Yes
	Yes
	

	8
	Germany
	Yes X and S
	Yes
	
	Yes
	

	9
	Japan
	Yes X and S
	Yes
	
	
	

	Types of radars
	
	about 50
	about 50
	about 50
	4
	5

	Non-CIRM manufacturers
	
	
	
	
	
	

	10
	China
	Yes X and S
	
	
	
	

	11
	Italy
	
	Yes
	Yes
	
	

	12
	U.S.A.
	
	
	
	Yes
	

	13
	Japan
	
	
	Yes
	
	

	14
	Japan
	Yes X
	Yes
	Yes
	
	

	15
	U.K.
	
	
	Yes
	
	

	16
	Norway
	Yes X and S
	
	
	
	

	17
	Russian Fed.
	Yes X and S
	
	
	
	

	18
	S. Korea
	
	Yes
	Yes
	
	

	Total estimated annual production


about 80 000 systems - S band about 2 500
Total existing population



circa 800 000 systems - S band > 30 000
Racon population






circa 3 000 - > 60% S and X band
Radar target enhancer population


circa 1 000 - all X band. SART POPULATION circa 60 000 all X band.


TABLE B

Use of maritime radar frequencies

	Frequency band
	Frequency (MHz)
	ITU primary allocation (MHz)
	ITU secondary allocation (MHz)
	Comments

	S
	2 000-4 000
	2 900-3 100 RN
3 100-3 300 RL RN
see Note 1
3 300 to 3 400
see Note 1
	2 900-3 100 RL
	Used by > 30 000 civil maritime radars for radionavigation. Used by about 100 land-based radars for VTS and surveillance of the sea.
Used by about 2 000 civil maritime racons.

	C
	4 000-8 000
	5 470-5 650 MRN
	5 350-5 650 RL
	Used by a small number of civil maritime radars for radionavigation, constrained to one particular geographical area.

	X
	8 000-12 000
	8 850-9 000 MRN RL
9 200-9 225 MRN RL
9 225-9 300 MRN RL
	
	Shore-based radar
Shore-based radar


	
	
	9 300-9 500 RN


9 500-9 800 RN RL
	9 300-9 500 RL
	9 300-9 500 used by about 800 000 maritime radars. Used by about 3 000 maritime racons, some radar target enhancers and about 60 000 search and rescue transponders.

	Ku
	12 000-18 000
	14 250-14 300 RN 
	
	Used for very short range maritime radars for berthing of large ships.

	K
	18 000-27 000
	24 250-24 650 RN in Regions 2 and 3
	
	Not used since 1945. See Note 2

	Ka and Q
	27 000-40 000
	31 800-33 400 RN
	
	8 mm (Q) river radar use in the 1960s. Now discontinued due to rain effects and high cost.

	NOTE 1 – Certain countries use 3 100 to 3 400 MHz for radionavigation.

NOTE 2 – The original K band radars at about 24 000 MHz were so close to the water absorption frequency of water vapour and the oxygen absorption band, that ranges proved negligible.

RN –Radionavigation 
MRN - Maritime radionavigation

RL –Radiolocation


TABLE C

Operational use of 3 GHz band and 9 GHz band maritime radars

	Characteristic
	Comparison

	Precipitation and sea clutter
	S-band has superior performance.

	Azimuth resolution
	For a given antenna size - X band superior.

	Coverage at low angles of elevation
	X band has generally superior performance.

	Size and cost
	X band is smaller and less costly.

	OPERATIONAL USE
	

	Short range (0-6 nautical miles) navigation
	

	Anti-collision
	S band radars are generally superior to X band in detection and tracking of small targets, such as fishing boats or spar buoys in sea clutter. When there is no sea clutter, which is a rare event, X band can be superior. S band radars have less precipitation clutter than X band, and thus targets are easier to detect and track in tropical rain. S band is superior in ice clutter for the detection and tracking of icebreakers.

	Navigation
	X band radar has a much more defined picture than S band making recognition of land easier. The superior sea surface cover usually ensures a more distinct picture of low coastlines. For these reasons X band is used for river navigation. X band is superior for superimposition of the radar picture onto electronic charts. X band is superior giving a more distinct picture of the path cut by icebreakers in ice. 

	Long range (0-64 nautical miles) navigation
	

	Anti-collision
	Outside a range of about 6 nautical miles X band generally gives superior range for first detection of targets. In rain clutter S band will be superior.

	Navigation
	X band may give superior detection of low coastlines. S band may give superior detection of high land.

	Fishing
	S band gives superior detection of birds hunting tuna and benito up to about 15 miles range.


ANNEX B
(to attachment XX)

PRELIMINARY DRAFT NEW REPORT*
Factors that mitigate interference from radiolocation radars to maritime and aeronautical radionavigation radars in the 2 900-3 100 MHz band (with additional applicability to radars in general, including
radars in the 5 250-5 850 MHz band)

1
Background

Question ITU-R 216-1/8 calls for study of technical characteristics, performance criteria, and other factors of radiolocation and radionavigation systems that ensure compatible operations in the band 2 900‑3 100 MHz and of the interference criteria for those systems. In addition, Resolution 800 (WRC‑2000) has established agenda item 1.17 for WRC-03 to consider upgrading the allocation to the radiolocation service in the 2 900-3 100 band to co-primary. Characteristics of radars in this band have been presented in Recommendation ITU‑R M.1460 for radiolocation radars and in Recommendation ITU‑R M.1313-1 for maritime radionavigation radars. Characteristics of radars in the adjacent 2 700-2 900 MHz band have been presented in Recommendation ITU‑R M.1464; they are also representative of aeronautical radionavigation radars that can operate in the 2 900‑3 100 MHz band. This document is a further contribution to the studies required by Question ITU-R 216-1/8.
Recommendation ITU-R M.1372, "Efficient use of the radio spectrum by radar stations in the radiodetermination service", describes some of the most important interference suppression techniques that are used in radars generally. The emphasis in that Recommendation is on postdetection processing, although one of the techniques described there can be implemented prior to detection. The factors discussed herein include some of those covered in Rec. ITU-R M.1372 as well as some that complement those.

2
Types of radars in the band

Two types of radionavigation radars operate in the 2 900-3 100 MHz band. There are large numbers of maritime navigation radars using the band, the great majority of them being aboard ships. The band is also allocated worldwide (with certain individual countries excepted) for ground-based aeronautical radionavigation, although there are few such air-traffic-control (ATC) radars operating under that allocation. These are airport surveillance radars (ASRs).

Land-based and shipborne radiolocation radars have also operated in the band for decades. Some of these have very powerful transmitters, with peak powers as high as 3 to 4 MW. Such radars have been operated by numerous administrations around the world, including several in North America as well as others in Europe and Asia.

It is worth noting that radiolocation radars also share parts of the 5 350-5 650 MHz band with radionavigation radars and with weather radars. The platforms on which C-band radionavigation radars are used include aircraft, unlike the case in the 2 900-3 100 MHz band. However, many of the interference-mitigating factors discussed herein are likely to apply, with some modifications, to the interactions in C band as well. The extent to which they do is applicable to WRC‑03 Agenda item 1.5.

3
Types of potential interference effects
In general, the possible forms of performance degradation that could be inflicted on navigation radars fall into the categories of:

–
missed target detections, and

–
generation of false target detections or "false alarms".

These two effects can be thought of as a decrease in probability of detection and an increase in probability of false alarm, respectively. In the case of continuous noiselike interference to a radar that has effective control over the false-alarm rate, the probability of false alarm tends to remain unchanged. However, the curve of probability of detection as a function of target range or radar cross section (RCS) inexorably suffers a shift to shorter range or higher RCS as the undesired signal becomes stronger. This is generalized desensitization, predominately affecting small, distant targets.

In the case of undesired pulsed signals from other radars, including radiolocation radars, the potential effects are somewhat different. The non-uniformity of those undesired signals creates a potential for generation of false target detections even when a well-designed "constant-false-alarm-rate" (CFAR) operation is provided in the navigation radar, and the pulsed signals can potentially cause missed detections of valid targets having various combinations of range and radar cross section. (Section 4.2 discusses this further.) However, the remainder of this document shows that these effects are not inexorable and, in fact, can largely be avoided by good design.

4
Interference-mitigating characteristics common to both maritime and air‑traffic-control radars

In general, interference can be mitigated by separation in carrier frequency, weak power coupling, or discrimination in time. In radar-to-radar interactions, separation in frequency is not always necessary for compatible operation because high degrees of isolation in power coupling and in time either occur naturally or can be achieved by good design.

Specific mechanisms that contribute to such mitigating factors are identified in the following sections. Many of them apply to pulses coupled from radiolocation radars to both maritime and air‑traffic-control radars, while some apply mainly to radars in just one or the other of those two categories.

4.1
Isolation in frequency

Among frequency-related phenomena, receiver selectivity and spurious-response suppression are factors in rejecting radar-to-radar interference just as it is in any other interference interaction. Receiver selectivity can be expected to suppress spectral components that are sufficiently outside the passband of the victim receiver by at least 60 dB. The full benefit of the radionavigation-radar's stopband suppression accrues only if unwanted components of the emission spectra of radiolocation radars are comparably suppressed. Some of the powerful radiolocation radars that have operated in this band have used cross-field devices as transmitter power amplifiers, resulting in relatively high unwanted emission levels outside their necessary bandwidths. In newer radars, however, those devices are being replaced with amplifiers having markedly lower unwanted emissions, which will 

contribute to improved frequency-dependent rejection. The spectral efficiency of several radar transmitter output devices is described in Recommendation ITU‑R M.1314.
 It is noteworthy that radar-to-radar interference has not been a significant problem even when cross-field devices have been used.

In addition, two-signal intermodulation tends to be less significant with regard to radar-to-radar interactions than it is with respect to interference between communications systems, because radar transmissions usually have comparatively low duty ratios. Temporal conjunctions between pulses from two radars tend to be rare because each radar is unlikely to emit a pulse that arrives at a victim simultaneously with a pulse from the other radar.

Some radiolocation radars transmit long pulses with duty ratios that are low relative to those of communications systems but high relative to those of radionavigation radars. However, the longest pulses are usually modulated with swept frequency, or chirp, waveforms to support pulse compression in the radiolocation radar receiver, and the frequency sweep in such long pulses is usually much wider than the passbands of radionavigation radars. Even if the frequency sweep were to span a radionavigation radar's passband, the extent of the sweep below and above that passband would provide substantial frequency-dependent rejection. This dilution of on-tuned energy can be viewed in several different ways. Clearly, the power spectral density is lessened by the frequency spread. A more useful way to view the dilution effect is to recognize that the effective pulse width; i.e. the width of the pulses that emerge from the radionavigation radar's IF section is often much smaller than the radiolocation radar's transmitted pulse width. That pulsewidth reduction can be ensured by good design of radiolocation radars. In this way, truncation in frequency by the radionavigation-system's receiver translates into truncation in time. If the frequency sweep rate exceeds the square of the victim radar's IF passband width, the amplitude of the received pulse is also attenuated relative to the amplitude of the pulse captured by the victim's antenna; the peak response power becomes inversely proportional to the sweep rate. This of course provides additional mitigation.

4.2
Isolation in power coupling 

Interactions between two radars of different types almost always involve asynchronism between the scanning of the two antenna beams. This is especially the case when one of the radars is a radiolocation radar and the other is a radionavigation radar. This is so because most radiolocation radars are "3-dimensional"; i.e. they use pencil beams scanned in elevation as well as azimuth, whereas navigation radars for surface use (maritime and air-traffic-control) are almost invariably "2-dimensional"; i.e. they scan only in azimuth. Thus, the pencil beams of radiolocation radars normally spend much of the time searching regions above the horizon, where they cannot couple strongly to the surface-based radionavigation radars. Further, radiolocation radars often use electronic steering and scan in deliberately pseudo-random patterns or patterns that are quasi‑random because they adapt to the target environment. In such cases, the main beam of the radiolocation radar revisits the direction of the navigation radar only at irregular intervals instead of periodically. In any event, the fact that main beams of all radars are narrow causes the fraction of time during which main-beam-to-main-beam conjunctions prevail to be extremely small. Consequently, the situations that are normally of concern are limited to:

–
radiolocation radar side lobes to radionavigation radar side lobes,

–
radiolocation radar main beam to radionavigation radar side lobes, and

–
radiolocation radar side lobes to radionavigation radar main beam.

The bulk of the side lobe of both radiolocation and radionavigation radars have gains in the range of (5 to (10 dBi
; consequently, side lobe-to-side lobe coupling is typically 72 to 82 dB weaker than main-beam-to-main-beam coupling. Except when separation distances are quite short, therefore, side lobe-to-side lobe-coupled pulses are likely to be too weak to evoke false alarms.

The radiolocation radars in the band, described in Recommendation ITU-R M.1460, typically have antenna gains of 35 dBi or more. They have narrow azimuth beamwidths, ranging from 1.1 to 2.15 degrees at 3 dB down, and 4 of the 6 radars described therein have pencil beams that scan in elevation as well as azimuth. If their azimuth coverage is uniform over 360 degrees, as is typically the case, their main beams will illuminate other surface-based radars no more often than 2.15/360 ( 100 = 0.6% of the time, and the radars that scan in elevation will illuminate them via the radiolocation radar main beams markedly less often than that.

Any false alarms evoked by side lobe-to-side lobe or main-beam-to-side-lobe coupling will be spread randomly over a wide range of azimuth values, so they tend not to appear as targets. 

The most troublesome false alarms are those that are detected at nearly the same azimuth (and range) on successive scans of the radionavigation radar's antenna beam, since they could then be correlated, either by manual observation or automatically, to appear like a valid target. One of the necessary conditions for that to occur is that false alarms must occur consistently when the radionavigation radar's beam is directed toward a given bearing. This focuses attention on the case of coupling from radiolocation radar side lobes to the radionavigation radar's main beam. That coupling can be quite strong on occasion, since the aeronautical radionavigation radars in this band typically have main-beam gains of about 27 dBi on the horizon (34 dBi at main beam center) and the maritime radionavigation radars in this band also typically have main-beam gains of about 27 dBi (Ref. Recommendation ITU-R M.1313). However, high antenna gains are necessarily accompanied by narrow beamwidths. This is especially so for the azimuth beamwidths of the radionavigation radars, because they use fan and cosecant-squared beams. Thus their beams are disproportionately wide in elevation and accordingly disproportionately narrow in azimuth. The latter property limits the fraction of time in which they couple with radiolocation radars. Maritime navigation radars in this band are required by international standards to have 3 dB beamwidths no greater than 3.6 degrees wide, and the two manufacturers' specifications that are available list values of 1.8 and 1.9, respectively. Further, maritime navigation radars in this band are required to have at least 20 dB of side lobe suppression outside of the 10 degree sector centered on the main beam, which provides at least 20 dB of interference suppression for 97% of the time in any direction. Similarly, S-band airport surveillance radars have 3 dB beamwidths between 1.3 and 1.6 degrees, according to Recommendation ITU‑R M.1464, so coupling into their main beams is even more infrequent. This infrequence will not prevent false alarms from correlating to appear as targets, but it will tend to confine them to a single narrow sector and will tend to limit any loss of valid target detections to that sector. Furthermore, any false alarms will appear at essentially random ranges, often changing non-monotonically from scan to scan, which reduces the chance that they will be correlated by an automatic tracking algorithm or by visual observation.

4.3
Isolation in time

Two radars of differing types, especially if they serve different missions such as radiolocation and radionavigation, almost invariably use different pulse repetition intervals, and particularly so at 

a given point in time. This means that the interference pulses from one radar are asynchronous with the target return pulses in the other. This is a powerful factor in mitigating radar-to-radar interference, especially since it operates irrespective of the ratio of interference-pulse power to desired-signal power or noise power. It is exploited by several processing features to be described below.
4.4
Signal-processing interference-mitigation mechanisms

4.4.1
Limiting

Limiting can be performed at various points in the receiver/processor. It can be implemented by various means and can be either deliberate or inadvertent. Inadvertent limiting occurs if receiver RF and/or IF circuitry is driven beyond its linear range. In radars that use digital signal processing, this circuitry includes the A/D converter.

Regardless of its particular implementation, limiting clearly tends to equalize the amplitudes of undesired pulses and valid return pulses when either or both are strong. This enhances the capacity of the other processes mentioned herein to discriminate against asynchronous pulses that might be received from radiolocation radars.

Limiters are sometimes included in the receiver/processor chain in attempts to prevent detections on strong clutter. That was formerly common practice when moving-target-indicator (MTI) cancellers were used without adequately effective cell-averaging CFAR processes or clutter maps, the intent being for the operator to adjust the limit level so as to prevent almost all false alarms due to clutter residue. Use of hard limiting is tending to decline as high dynamic range A/D converters and digital processing become more available.

4.4.2
Sensitivity time control (STC)

STC is a form of deliberate desensitization that varies within each pulse-repetition interval (PRI) or "sweep". The receiver or processor is desensitized only at times corresponding to returns from short-range targets, since those targets produce such strong returns that full receiver sensitivity is not needed to detect them. STC often is such that, at ranges less than a selected value, the detection threshold for radar return, referred to the antenna port, varies at a rate that compensates approximately for the inverse-4th-power relationship between return power and target range, for a given target radar cross section. (In actuality, some receivers typically produce outputs proportional to the logarithm of the received signal's amplitude or power. The STC circuitry, implemented in the video section, weights those responses with a gain function derived from an exponential decay.) STC helps to suppress clutter return, which is normally stronger for short‑range clutter than for longer-range clutter and which might otherwise exceed the receiver/processor's linear dynamic range. It also tends to suppress detections due to "angels" (usually caused by reflections from birds) at short range.

Of course, STC helps to reduce the number, or at least the amplitudes, of detections that might be evoked by radiolocation-radar pulses as well, to the extent that the detections would appear as short‑range false targets. In many situations, it is more important to eliminate short-range false‑targets than to eliminate false targets that appear at longer ranges, because short-range targets typically require more urgent action to avoid collisions than do long-range targets. Maritime navigation radars use STC, implemented in the video circuitry, as a means of suppressing sea clutter return. Air-traffic-control radars in this band have also had STC capability.

4.4.3
Signal integration techniques

In general, these techniques include both "predetection" or coherent integration and "postdetection" or noncoherent integration. As used in this context, "detection" refers only to the process that 

extracts the waveform modulation and discards its carrier. Only "postdetection" or noncoherent integration is common to both aeronautical and maritime navigation radars.

Most radars perform some kind of sequential-detection processing that combines elementary detections or "first detections" (i.e. signal samples that exceed a first threshold) in each range/azimuth cell during individual PRIs or "sweeps". These processes are usually referred to as either integrators or correlators, although they are seldom true integrators or correlators in the strict mathematical sense. In some cases, the individual detected outputs are weighted by their amplitudes, while in other cases the individual detections are either limited or quantized to simple binary quantities (zero or one). The various designs make varying tradeoffs among target-detection or tracking sensitivity, accuracy of target azimuth estimation ("centroiding"), and suppression of detections evoked by asynchronous pulses. In some cases, the operator has some latitude to adjust the tradeoff by adjusting an operating setting. The various types of postdetection processing schemes are surveyed in Skolnik's Radar Handbook.
 The asynchronous-pulse-rejection characteristics of such processes have also been discussed in a National Telecommunications and Information Administration (NTIA) report
, summarized in Recommendation ITU‑R M.1372. As a rough rule of thumb, processes in which amplitudes are retained tend to maximize the detection sensitivity, but those in which amplitudes are limited or quantized tend to suffer only minor losses of sensitivity while providing strong discrimination against asynchronous pulses. When a limiter is provided, the operator can sometimes vary the tradeoff from one that optimizes sensitivity to one that protects against interference-caused false alarms by lowering the limit level; i.e., by limiting more heavily. This is especially significant when a feedback integrator is used, since feedback processes breed synchronous pulses from isolated asynchronous pulses and therefore tend to respond poorly to asynchronous pulses. While feedback integration is not intrinsically good insofar as asynchronous-pulse response is concerned, NTIA Report 79‑25 demonstrates that its adverse effect on asynchronous pulses can be reduced if inputs to it are limited hard enough. That negates the effect of high power of some asynchronous pulses, but it cannot undo the adverse effect of multiplying the number of undesired pulses through feedback, so it is still inferior to the
M-out-of-N and up-down counter processes discussed below. It appears that feedback integrators have not been used in recently designed radars.

Double-threshold integrator/detectors (sometimes called "sequential detection" integrators) are of particular interest because they are especially powerful in discriminating against target declarations caused by asynchronous pulses. These integrators produce output values that are influenced only by the results of first-threshold trials during previous PRIs or sweeps. They reduce or eliminate any influence of amplitude that might exist in favour of asynchronous interference relative to valid-target return, whereupon consistency (i.e. synchronism) becomes the only determinant of whether an output is produced.

Two types of double-threshold integrator/detectors can be distinguished:

–
sliding window, M-out-of-N, and

–
up-down counter with arbitrary counting rules. This is sometimes called an accumulator or binary integrator.

Both of these techniques are sometimes referred to as Markov processes. They are addressed in Recommendation ITU‑R M.1372.

The M-out-of-N integrator produces output values that are influenced only by the results of first‑threshold trials during the last N PRIs or sweeps. Its output threshold criterion is that a target is reported if and only if at least M first detections, or "hits", occurred in those N PRIs (in each particular range/azimuth cell). The maximum value of N is limited by the number of PRIs that occur within the antenna-beam's dwell time, or time-on-target, although N can be much less than that. When asynchronous undesired pulse trains have a low duty ratio, it is unlikely that they will evoke a first detection more than once in a series of N trials, so the probability that they will evoke an M-out-of-N 2nd detection is low. Classic M-out-of-N integrators carry only one bit and are therefore also referred to as binary integrators; they completely eliminate any amplitude weighting that might exist in favour of asynchronous interference relative to valid-target return. Besides the discussions and analyses presented in Skolnik's textbook and the NTIA report, an analysis of M‑out-of-N integrators is contained in a paper by Todd.

Integrators of the up-down counter, or accumulator, type are marked by infinite functional memory; that is, old detections never die and don't even fade away. Integrators of this type have been analysed by Marcoz & Galati
 as well as in NTIA Report 79‑25. The counter counts down toward or remains in its zero-output state on every PRI unless the first threshold is crossed, so outputs are again unlikely unless received pulses are synchronous with the radar's own transmitted pulses.

4.4
Post-processing

Range/azimuth clustering of first detections, or even clustering of 2nd detections, can also be examined automatically in various algorithms to decide whether a given cluster of detections represents a valid target or not. Such processes also discriminate against "angels", which are mostly reflections from birds.

Any "track-while-scan" processing, which associates target reports from successive antenna-beam scans and estimates the targets' positions and vector velocities, also has the potential for censoring out false targets. Such post-processing is standard in air-traffic-control radars, and some maritime navigation radars also have a scan-to-scan-correlation feature for suppressing sea clutter. This feature tends to be associated with use of raster-scan displays, as distinguished from the traditional radial-scan displays. The greatest single advantage of raster-scan displays is that they are much brighter than radial-scan displays because their screens are written numerous times, instead of only once, during each antenna scan. Their implementation requires that the data from all the range-azimuth cells in at least one complete antenna scan must be held in memory before being displayed. Great advances in digital memory circuitry in recent years have made use of raster-scan displays economically practical. The memory capability also permits storing several scans of radar-return data and comparing the return in each range-azimuth cell on one antenna scan with the returns in the same range-azimuth cell in one or two subsequent scans before displaying them. If returns are categorized in a binary fashion (present or absent) or in terms of a few levels, rules can be applied to derive any appropriate brightness level to be displayed at each range-azimuth pixel depending on the combination of return levels in the separate scans. Such a feature will intensify pixels for which returns appear consistently on two or more scans. More importantly for purposes of compatibility 

between radiolocation radars and radionavigation radars, it will dim or blank pixels in which an apparent return appears during one scan but not during the next one or two scans. Even in navigation radars that lack this feature, the operator can infer whether responses on the display represent valid target returns or not based on visual observation of the consistency of pixel illumination.

5
Interference mitigating characteristics peculiar to maritime navigation radars

Maritime navigation radars uniformly use slotted waveguide array antennas. Consequently, they have rather good side lobe suppression. In addition, they have relatively narrow beams in the azimuth plane. For S-band systems, a British standard for maritime navigation radars specifies 3 dB azimuth beamwidths to be less than 3.6 degrees and 20 dB beamwidths to be less than 10 degrees; side lobes within ( 10 degrees of the main-beam axis are required to be suppressed by at least 23 dB and those outside ( 10 degrees are required to be suppressed by at least 30 dB. Recommendation ITU-R M.1313 lists the 3 dB azimuth beamwidths of these radars as ranging from 1.0 to 4.0 degrees, and two different manufacturer's specifications for particular radars list 3 dB beamwidths of 1.8 and 1.9 degrees, respectively.

Maritime navigation radars tend to use modest antenna heights. (This is manifested in test conditions specified in international standards; while the standards cannot require that radar antennas be installed at any specific height, they specify that radar performance tests be conducted with the antenna 15 m above the water.
) Moderate heights are used to limit the sea-clutter return from relatively long ranges by reducing the grazing angle between the radar beam and the sea waves. This is stated in Section 3.6.1.4 of a textbook written for operators of maritime navigation radars
. The moderate antenna heights tend to limit the coupling between radiolocation radars (all of which are surface-based; i.e. shipborne and land-based, in this band) and maritime navigation radars.

Since the mid 1970s, most maritime navigation radars have used logarithmic amplifiers. Use of logarithmic amplifiers has a similar effect to that of hard limiting, though not as complete, in reducing the effect of high individual-pulse amplitude as a contributor to performance degradation. Certainly these amplifiers lessen the likelihood that strong interference pulses might saturate the receiver. Further, these amplifiers are inevitably linear or quasi-linear at low signal levels but their input-output characteristic transitions to a logarithmic relationship at some value of received signal amplitude. (Ref. Section 2.5.2.6 of Bole & Dinely.) It is reasonable to expect that this occurs at a level on the order of 10 dB above the average noise power, N (This N is, of course, unrelated to the N used in connection with the M-out-of-N integrator discussed elsewhere.), so that detection of marginal signals is not impaired. Let us postulate that the detection threshold is 10 dB above N and that an undesired pulse is received at a level 30 dB above N (that is, 1 000*N). The undesired pulse then has 100 times the power of the minimum detectable pulse. After lin-log amplification, however, the detection threshold is still at a level of 10*N (10 dB) but the undesired-pulse power is at a level of 30*N, so the output undesired-pulse level is only 3 times the power of the minimum detectable pulse instead of 100 times.

Many maritime navigation radars provide a fast time constant (FTC), or differentiation, feature for reducing the obscuring effect of precipitation clutter. If radiolocation radars produce relatively long response pulses in maritime navigation radars, possible obscuration of valid target returns might be 

reduced by use of the FTC feature because it reduces the widths of those long pulses. This technique is applied in the video, or postdetection, circuitry but presumably precedes the
"pulse-to-pulse correlation" processes to be described below. Because of that, it could enhance the effectiveness of those processes by constraining the undesired pulses to narrow widths and low duty ratios as they are operated on by the pulse-to-pulse correlation processes.

Independently of FTC use, long pulses from off-tuned radiolocation radars that are off-tuned from the radionavigation radars will evoke responses in the latters' IF sections that are much narrower than the pulses transmitted by the radiolocation radars. Transitions at the beginning and end of the transmitted pulse will evoke responses that resemble the radionavigation radar's impulse response, with a width of only about 1 microsecond or less (depending on the navigation radar's pulsewidth mode). During dwells between transmitted-pulse transitions (rise times, fall times, and some subpulse transitions), response levels will be low, approximating those that an unmodulated off‑tuned carrier would evoke. Like the use of FTC, this effect can lower the effective duty ratio of alien pulses substantially and thereby greatly potentiate the effectiveness of "pulse-to-pulse correlation" in lowering the likelihood of false-target detections.

Some maritime navigation radars also provide an "adaptive gain" feature for use in combating clutter return. It is a type of local-averaging-and-thresholding CFAR process. It averages over a span of time that is a fraction of the round-trip time corresponding to maximum displayed range. One radar manufacturer has mentioned an operator-selectable feature that is evidently of this type. Its implementation is believed to differ from the cell-averaging CFAR often found in more elaborate radars such as airport surveillance radars. The local average might be derived by an analog circuit such as a simple resistor-capacitor low-pass filter or similar circuit, rather than by digital processing of discrete range cells. The simpler circuit would be unable to discount the signals in particular range bins, including the bin of interest. Nevertheless, such circuits could provide substantial reduction of the false-alarm rate that might otherwise be caused by asynchronous pulsed interference. If combined with adaptive gain, FTC could presumably compensate for the desensitizing effect of long interfering pulses.

Maritime navigation radars almost all perform what is known in the community as "pulse-to-pulse correlation", "sweep-to-sweep correlation", or "line-to-line correlation".
 That feature uses a sliding window spanning N successive PRIs or "sweeps" and applies an M-out-of-N criterion for the 2nd detection. Typically, both M and N are 2. The pulse repetition intervals are typically jittered somewhat in a random or pseudorandom way from pulse to pulse to ensure that pulse trains from other radars will be asynchronous with the radar's own return pulse train. In most maritime navigation radars, the antenna beam dwells on a point target (such as a ship) for 10 to 20 PRIs, depending on the radar's particular PRF, beamwidth, and antenna rotation rate. Returns from a valid target are likely to be detectable in the same range bin during every of those PRIs, and when a 2‑out-of-2 sliding-window integrator is used, the probability of detection continues to rise throughout that "time on target" even though the value of N (2) is less than the number of pulses in the beam dwell. However, it is unlikely that asynchronous pulses will occupy the same range bin in more than one consecutive PRI.

As an example, suppose that the 2-out-of-2 criterion is used and undesired pulses are sufficiently strong to evoke first detections when they are received via the navigation radar's main beam. Also postulate that the probability that undesired energy occupies a particular range bin is independent from pulse to pulse. (That tends to result from pulse-to-pulse PRF jitter and the natural disparity between the PRFs of radiolocation radars and navigation radars plus the fact that each undesired 

pulse might span more than one range bin.) That probability will then equal the duty ratio of the undesired pulse train, in the form that reaches the 2-out-of-2 process. If that duty ratio were 0.01, the probability of 2nd detection in the first two trials would be (0.01)2, or 0.0001. By applying Todd's analysis, it can be shown that the probability of 2nd detection increases almost linearly with the number of trials (PRIs or sweeps) for duty ratios well below unity. Because of that, the likelihood that at least one 2nd detection would occur in a given range bin within the main-beam dwell toward the radiolocation radar, which encompasses 15 trials of the 2-out-of-2 process, would be 0.0014. Similarly, if the duty ratio of asynchronous pulses reaching the 2-out-of-2 process were 0.05, the probability of 2nd detection in the first two trials would be (0.05)2, or 0.0025 and the likelihood that at least one 2nd detection would occur in that range bin within the 15 trials in the main-beam dwell would be 0.033. It should be noted that these values correspond to wide undesired pulses; a duty ratio of 0.01 corresponds to pulse widths of 10 microseconds for a 1 000 pps PRF and a duty ratio of 0.05 corresponds to a pulse width of 50 microseconds.

Under the postulated conditions, the probability of 2nd detection is essentially proportional to the square of undesired pulse duty ratio (and hence pulse width for a given PRI), provided that the probability of noise-caused first detection is negligible, so it would be much lower if the effective undesired pulse widths were smaller. With narrower undesired pulses than those discussed above, 2nd-detection probability becomes strongly dependent on the probability of 1st detection on noise alone. Then the difference between 2nd-detection probabilities with and without asynchronous pulses becomes small unless the noise-only false-alarm rate is quite low. Limiting of effective undesired pulse widths to narrow values with low duty ratios is, in the first instance, an obligation of the designers of radars that might couple undesired pulses into the navigation radars. Independently of that, however, use of FTC prior to detection could reduce the undesired pulse widths greatly even if they emerge from the IF amplifier with the widths postulated above. If those pulse widths were limited to 1 microsec out of 1 000 microseconds, the probability of 2nd detection in the first two trials would be (0.001)2, or 1*10-6, and the likelihood that at least one 2nd detection would occur in that range bin within the 15 trials in the main-beam dwell would be only 1.4*10-5, which is only moderately higher than a typical noise-only false-alarm rate.

As mentioned above, the residue from off-tuned wide pulses will be narrowed in the receiver's IF section regardless of whether FTC is used or not, so the effectiveness of the pulse-to-pulse correlation process will benefit automatically in those cases.

Further, at least one manufacturer offers an optional 4-out-of-4 test, which would have extremely strong discrimination against asynchronous pulses. The likelihood that asynchronous pulses would occupy the same range bin in all 4 PRIs is very low for any asynchronous pulse train having an effective duty ratio that is a reasonably small fraction. For example, even if the pulse train accepted by the receiver's passband had a duty ratio as high as 0.05 and the probability that undesired energy falls in a particular range bin were again independent from pulse to pulse, the probability that it falls in a particular range bin in 4 successive PRIs would be only (0.05)4; i.e. only 6.25*10-6, and the likelihood that at least one 2nd detection would occur in that range bin within the 15 trials in the main-beam dwell would be only (14‑(4‑1))*6.25*10-6 = 7.16*10-5.

Some manufacturers provide a variant of double-threshold detection in which video intensity or pixel brightness is digitized into as many as 3 bits (8 levels of brightness, including zero or blank) and the minimum level among those in 4 successive sweeps is gated forward to be displayed. Thus, the process is not binary; the amplitude of a strong undesired pulse will not be truncated to less than 16 times that of the weakest non-zero pulse. However, the amplitude of asynchronous pulse energy is still very likely to be zero in one of the 2 trials, so the level carried forward will be zero and the 

corresponding pixel will be left blank. The effectiveness of the process in rejecting asynchronous pulses will therefore still be very high, just as was shown in NTIA Report 79-25 and in the discussion above for binary M-out-of-N processes.

Accumulators, or count-up/count-down Markov processes, have also been analysed and discussed in NTIA Report 79-25, which demonstrated their effectiveness in discriminating against asynchronous pulses.

In some modern maritime navigation radars, more sophisticated digital integration techniques are employed in which all the detections on individual PRIs are processed in an algorithm that automatically clusters the individual returns and estimates their centroid. These algorithms are sometimes referred to in the trade as "beam processing" (Section 3.9.5.1 of Bole & Dinely). The detection decisions associated with such processing are likely to resemble M-out-of-N integration, where N denotes the number of pulses per beamwidth (10 to 20) and M is the threshold of individual-pulse detections required to decide that a target is actually present. By operating on values of N larger than 4, such processes are likely to be even more powerful in rejecting asynchronous pulses than the ordinary 2-out-of-2 or even 4-out-of-4 form of "line-to-line correlation" is.

Some years ago, when the use of "pulse-to-pulse correlation" was novel, one manufacturer published a set of plan-position-indicator photographs contrasting the display in the presence of radar-to-radar power coupling without and with that feature activated. Figure 1 is a scan of those photographs.
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Figure 1

Example of effect of pulse-to-pulse correlation on display in presence of
radar-to-radar power coupling

When the feature is active, the effect of asynchronous pulses has been completely removed; only some return from land or precipitation clutter remains.

Even if a maritime navigation radar does not perform such a process automatically, which is unlikely except in a real-time, radial display that relies on phosphor persistence rather than digital signal storage and processing, the operator performs a somewhat similar function visually because the intensity of a spot on the display screen then increases when responses occur at the same range on several adjacent "range sweeps" or PRIs; conversely, the intensity is relatively dim when a response occurs at a given range only during one isolated range sweep.

Additional reduction of false-target probability can be contributed by scan-to-scan post-processing, in which apparent targets are rejected unless they are detected consistently in successive scans. It is understood that modern maritime navigation radars are capable of such scan-to-scan correlation.

Maritime navigation radars typically use PRIs long enough to ensure that returns from very large or high targets such as land masses or target returns caused by ducted propagation die out before each new pulse is transmitted. Meanwhile, the displayed range is typically only 6 to 12 miles, since that is sufficient for navigation and display of more distant targets would only serve as distractions and since returns from targets more distant than roughly 24 nmi are not reliably detected in the absence of anomalous propagation. The remainder of each PRI, returns during which are not displayed, is sometimes referred to as "dead time". The book by Bole & Dinely indicates that the choice of PRF is normally made by the operator, but it gives several examples. In one example, the radar uses a PRF of 1 250 pps while a 12 nmi range is displayed. That displayed range corresponds to a round‑trip time of only 12.36*12 = 148.3 microseconds, while the PRI is
1/1250 = 0.0008 seconds, or 800 microseconds. A substantial fraction of undesired pulses (651.7/800 * 100 = 81.5% of them, in this example) will therefore be received during display dead time and will therefore have no effect on navigation-radar performance. This might appear to contribute an additional interference-mitigating effect. However, it does not dilute the average duty ratio of undesired pulses that arrive during the "time base" that corresponds to the displayed range, so its mitigating effect is illusory, although it does change specific features of the interference effects. Other characteristics described herein, however, still have powerful effects in mitigating pulsed interference.

6
Interference mitigating characteristics peculiar to ATC radars

6.1
Introduction: the MTD radar architecture

The signal processing in almost all modern airport-surveillance radars is patterned broadly after those developed in demonstration radars by Massachusetts Institute of Technology (MIT), which were referred to as "moving-target-detector" (MTD) radars. They are characterized by high dynamic range, multiple Doppler passbands that suppress clutter return to permit radially moving targets to be detected. It is also virtually standard to use some form of local-average-and threshold CFAR process at the output of the Doppler filter bank to provide a detection threshold that adapts to the clutter (and interference) level in the immediate vicinity of each range/Doppler/azimuth cell that is being tested for target presence. Local-average-and-threshold CFAR processes operate by constructing a sliding window for each Doppler channel during each PRI. Each such window spans the range cell for which a first-detection decision is to be made plus roughly 10 to 30 adjacent range cells (usually half of them at shorter range and half at longer range). The signal amplitudes in those adjacent cells are averaged and the average value is multiplied by a factor such as 4 or 8 to establish the local detection threshold. However, numerous variations on that basic design scheme are often used. For example, the cells prior to the tested cell might be averaged separately from those beyond the tested cell and the greater of the two average values might be used in setting the threshold. A "zero-Doppler channel" is used in conjunction with a fine-grain clutter map to detect and track aircraft on crossing or tangential courses. The clutter map is a matrix of signal levels, averaged over many antenna scans, for each of many small range/azimuth cells. It permits use of digital 

subtraction to detect targets that move tangentially from cell to cell even though their Doppler shift is essentially zero or indistinguishable from that of slowly-moving clutter. Competitive market forces and international air safety regulations tend to exclude radars from the marketplace if they lack these features.

6.2
Interference mitigating features of MTD radars

The MTD design also includes asynchronous-pulse identification, performed prior to coherent filtering. This is accomplished by implementing a small local averaging and threshold process, for each range bin, that spans all the PRIs or "sweeps" in each coherent processing interval (CPI) (instead of spanning several range bins within a single PRI, as is done in a cell-averaging detection CFAR background window). Since asynchronous pulses are normally absent from all but one of the PRIs in such a group of samples, the average of the voltages, powers, or logarithms of voltage in each such background window tends to be lower than the value in a particular range cell in which an asynchronous interference pulse is sampled. As in a local-average-and-threshold CFAR process used in the main detection flow, sensing threshold is set at a suitable multiple of the average over the background window, and asynchronous pulses that cross that threshold, or detections associated with those pulses, are excised in one of several different ways.

Even if they are not identified, asynchronous pulses incur integration loss, relative to a synchronous pulse train, in Doppler filtering. For one ASR, the Doppler filters use alternately 8 and 10 pulses per CPI and for one of the most recently developed ASRs, the Doppler filters normally use 4 pulses per CPI. In the first case, isolated asynchronous pulses are rejected, relative to the synchronous return elicited by a valid target, by roughly 16 to 18 dB (with allowance of 2 dB made for data‑window weighting), while in the latter case, they are rejected by roughly 10 dB (with similar allowance made).

Because radars of the MTD type have a multiplicity of Doppler passbands, another opportunity exists to recognize isolated asynchronous pulses by virtue of the fact that a single pulse amounts to an impulse input to each Doppler filter. Since an impulse has a uniform spectrum; i.e., since its spectrum spans all frequencies, it evokes equal outputs from all the filters. Some ASR processors sense occurrences of simultaneous outputs from multiple Doppler filters and use such occurrences to flag the presence of isolated (asynchronous) pulses. This technique can complement asynchronous-pulse recognition processes that operate prior to Doppler filtering.

In cell-averaging CFAR processes, individual cells that contain the strongest signals among the adjacent range cells are sometimes excluded from the averaging. This is probably done in part to prevent residue of return from point clutter scatterers from raising the detection threshold level unnecessarily. However, it also prevents isolated asynchronous pulses from contaminating the threshold value and producing inappropriately elevated threshold levels. This does not contribute to the reduction of false targets evoked by undesired pulses, but it does mitigate the tendency of undesired pulses to desensitize the victim radar.

Sequential detection can also be applied to first detections based on bursts of pulses (CPIs) as well as to detections on individual pulses or PRIs. This is typically done in radars that use several different PRFs, with a short burst of pulses being transmitted on each PRF and the return pulses constituting separate CPIs. In such a radar, several CPIs occur within each beam dwell. Asynchronous pulses might evoke a first detection on one of those CPIs but is unlikely to evoke detections on several of them in the same range bin within the same beam dwell. One can then consider a sliding window of CPIs instead of a sliding window of individual pulses. The results of the first-detection trials within that sliding window can then be applied to an M-out-of-N 2nd-detection decision process.

7
Overview of interference suppression design principles

As general principle, radar designers can minimize adverse interference effects to their radars by remaining mindful that radars are open to receive pulses from other radars whether they operate in the same ITU-defined service (for example, the radionavigation service) or in a different ITU‑defined service (for example, the radiolocation, Earth-exploration satellite, or meteorological aids services). The numbers of such undesired pulses received with substantial power can be kept small through good isolation in frequency and in power coupling, but some such pulses can be received. With an awareness of that, designers can do a great deal to minimize adverse effects to their radars by avoiding the inadvertent generation of multiple undesired pulses, by avoiding unnecessary amplitude weighting of received pulses, and by use of asynchronous-pulse identification processes.

This can be done in part by refraining from use of signal processing that generates multiple pulses from each isolated (asynchronous) pulse. Thus, pulse feedback, or infinite-impulse-response (IIR) filtering should be avoided when alternative forms of processing can satisfy design requirements, since such processes, as their name implies, breed an infinite train of synchronous pulses or signal samples (pulses or samples in the same range bin) from each received pulse or sample. Inadvertent generation of pulses can also be avoided by refraining from use of pipeline-type finite‑impulse‑response filtering as well. For example, a 2-pulse MTI canceller produces 2 undesired output pulses or samples in the same range bin for each isolated (asynchronous) pulse received, a 3-pulse MTI canceller produces 3 undesired output pulses or samples for each asynchronous pulse received, etc. Similarly, pipeline-type finite-impulse-response (FIR) Doppler filters also generate additional pulses from a single pulse and are accordingly problematic.

In contrast to those processes, pulse-Doppler "filters", including those of the DFT/FFT type, are usually batch processes; that is, they produce only one set of outputs (an output for each range bin) for each CPI (4 to 10 pulses, in the case of an airport surveillance radar). In such a process, each isolated pulse counts only once instead of 2, 3, or an unlimited number of times. The adverse influence of such undesired pulses is proportionately less.

It should be noted that a sliding-window process is a form of pipeline process. However, a sliding-window M-out-of-N integrator or a sliding-window up-down counter simply count or weight the input pulse samples; they do not generate additional ones as MTI or pipeline IIR or FIR filters do. On the contrary, they discriminate strongly against pulses or samples that are isolated.

Asynchronous pulse identification processes, located ahead of coherent signal processing steps, can contribute greatly to compatibility. They do have a limitation that arises because they operate on raw received pulses, including un-cancelled clutter. To the extent that zero-Doppler channels (part of MTD radar architecture) are occupied by clutter, this is not a disadvantage, since that clutter never gets cancelled. But it is a disadvantage in MTI radars and in the non-zero-Doppler channels of MTD air-traffic-control radars, because raw clutter pulses can elevate the threshold for identifying asynchronous pulses.

However, the dramatic reductions in the size and cost of digital signal processing circuitry and the dramatic increases in its capabilities might permit designers to overcome that limitation by implementing a very straightforward principle for identifying asynchronous pulses. One could, in principle, provide a side processing channel (in I and Q video) in which successive signal samples in each range bin are cancelled on the basis of their magnitudes irrespective of their Doppler-induced phase progression. To the extent that target and clutter fading from pulse to pulse is small, as is usually the case, that would cancel all of the radar's own return, leaving only asynchronous 

pulses along with noise fluctuations. It should then be possible to recognize all asynchronous pulses that are substantially stronger than noise, whereupon either of several alternative operations could be performed to negate the adverse effects of such pulses.

Radar designers, and particularly designers of radiolocation radars, can also minimize adverse effects that their radars might inflict on other radars by minimizing the side lobe levels of transmit antenna beams and by choosing pulse waveforms that produce relatively narrow, low-duty-ratio pulse trains in radar receivers in the environment. Radars that use wide pulses or relatively high transmit duty ratios with wide bandwidths (high-range-resolution radars) can greatly reduce the pulse widths and duty ratios of pulse trains they couple to more narrow-band radars in the environment by using swept-frequency or stepped-frequency pulses rather than wideband phase coded pulses. In some cases, it might be feasible to use waveforms in which the instantaneous frequency jumps across the passband of radars in the environment or at least sweeps through that passband in a time much shorter than the overall pulse width. The fact that all S-band maritime navigation radars use carrier frequencies clustered around 3 050 MHz makes this goal especially attractive.

It is noteworthy that quite a few powerful radars having transmit characteristics similar to those of radiolocation radars have operated within two miles, and fifteen of them within one mile, of airport surveillance radars using the same band. This has occurred in the USA where weather radars have been co-sited at airports with airport surveillance radars used to control civil air traffic. In these cases, both radars operate in the 2 700-2 900 MHz band. This illustrates the compatibility that can be achieved with two asynchronously scanned narrow beams, one of which is a pencil beam scanning in elevation as well as azimuth, plus low pulse duty ratio and clean emission spectrum, combined with interference-mitigating features described herein.

8
Conclusions

Mutual compatibility between a radiolocation radar and a radionavigation radar is fostered first of all by the scanning of their antenna beams, so that, in terms of percentage of time, undesired energy is seldom received via either main beam-to-side lobe coupling or side lobe-to-main beam coupling and even more seldom via main-beam-to-main-beam coupling. Much additional mitigation is afforded by differences between the waveforms of the two types of radars and the associated rejection of undesired pulses via receiver filtering and signal processing. In some radars, and particularly in air-traffic-control radars, the latter includes coherent (predetection) processing as well as noncoherent (postdetection) processing. In other navigation radars, and particularly in maritime navigation radars, coherent processing is largely or completely absent but noncoherent processing is potentially quite effective in enhancing compatibility between radiolocation and radionavigation radars.

Efforts are underway to assess the compatibility between radiolocation radars and radionavigation radars quantitatively by means of analysis and measurements. Meanwhile, the interference-mitigation mechanisms described herein provide a solid basis for understanding why powerful shipborne and land-based radiolocation radars have operated in the 2 900-3 100 MHz band in most parts of the world for decades without apparently inflicting any significant troublesome interference to navigation systems.

Many of the mechanisms described herein for the 2 900-3 100 MHz band are also likely to promote compatibility between radiolocation radars and radionavigation and weather radars in the 5 350‑5 650 MHz range. The descriptions herein are especially applicable to interactions between radiolocation radars and maritime radionavigation radars that operate in the 5 470-5 650 MHz part of that band. The considerations pertinent to isolation in power coupling and in frequency are essentially universal and are expected to apply in C band as well, and the same general principles 

that could be exploited by designers for promoting radar-to-radar compatibility are also expected to apply in C-band. Actual use of specific signal processing techniques in C‑band aeronautical and weather radars are beyond the scope of the present document, although some of them might apply.

On the other hand, few if any of these mechanisms apply to interference from non-scanning, continuous-wave communications transmitters using noiselike waveforms to radars of any type.

________________







* 	Azerbaijan, Bulgaria, Cuba, Kazakstan, Mongolia, Poland, Kyrgyzstan, Romania, Turkmenistan and Ukraine. (Radio Regulation footnote S5.428.)


*	This report is in support of CPM text regarding WRC�03 Agenda item 1.17. Parts of this document can also be useful in preparing an expanded revision of Recommendation ITU�R M.1372.


�	Recommendation ITU�R M.1314, "Reduction of spurious emissions of radar systems operating in the 3 GHz and 5 GHz bands".


�	Maritime radionavigation radars, in particular, are required by international standard to have all side lobes beyond ten degrees from main-beam center suppressed by at least 30 dB. Given a typical main-beam gain of 27 dBi (from Recommendation ITU�R M.1313), this implies worst-case side lobe gains of -3 dBi. Typical side lobe levels will necessarily be appreciably lower than that.
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�	In Recommendation ITU-R M.1372, the 2-out-of-2 sliding-window process is referred to as a "PRF discriminator".
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