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1
Scope

This Report presents long-term aeronautical communication forecasts and estimated spectrum requirements. This Report provides the description and inputs that were used together with Recommendation ITU-R M.[AMS(R)S SPECTRUM] to generate the estimated spectrum requirements for AMS(R)S messages of priority, [which are messages of] 1-6 of RR Article 44. [Note: See Article 1.36 and Article 44.]
The ITU-R Recommendation gives the methodology through which the related spectrum requirements can be determined.
Objective

The objective of this Report is to provide the forecasts and estimates of spectrum requirements for the AMS(R)S communication requirements for messages covered under Article 44 priority 1-6. It builds upon the spectrum calculation methodology given in Recommendation ITU-R M.[AMS(R)S SPECTRUM]. [Note: highlight the need for a general statement on 1-6 at beginning of document]
The identified spectrum requirements are provided within the Conference Preparatory Meeting (CPM) Report on WRC-11 for Agenda item 1.7

2
Summary
[Editor's Note: need to write text for Summary]

[Editor's Note: Section 3 and 4 have been proposed for suppression by some administrations and will need to be further consider in future contributions] 
3
Current AMS(R)S spectrum usage

[Question: What is the current AMS(R)S spectrum usage? [Egypt, United Arab Emirates and Syria see this as essential.]]
The bands 1 525-1 559 MHz/1 626.5-1 660.5 MHz are indeed  a very limited bandwidth, comprises of only 2 x 34 MHz and as stated in the ITU Radio Regulations, these bands are allocated on a primary basis to the mobile-satellite service (MSS). Prior to WRC-97 the bands were segmented into 3 main services: MSS, GMDSS and AMS(R)S. The WRC-2000 accepted the Resolution 222 (WRC-2000) that made the bands as the generic bands for MSS. However, ITU Radio Regulations provide provisions for the use of the bands for GMDSS and AMS(R)S. 

The Resolution 222 (Rev.WRC-07) further considers,

“a) 
that coordination between satellite networks is required on a bilateral basis in accordance with the Radio Regulations, and, in the bands 1 525-1 559 MHz (space-to-Earth) and 1626.5‑1 660.5 MHz (Earth-to-space), coordination is partially assisted by regional multilateral meetings;

b) 
that, in these bands, geostationary satellite system operators currently use a capacity-planning approach at multilateral coordination meetings, with the guidance and support of their administrations, to periodically coordinate access to the spectrum needed to accommodate their requirements;

c) 
that spectrum requirements for MSS networks, including the GMDSS and AMS(R)S, are currently accommodated through the capacity-planning approach and that, in the bands to which Nos. 5.353A or 5.357A apply, this approach, and other methods may assist in accommodating the expected increase of spectrum requirements for GMDSS and AMS(R)S;”

The regional multilateral meeting has been realized by some Administrations of ITU Regions 1 and 3 by establishing the Multi-Lateral Meeting (MLM) started in year 1997 and produced the MEMORANDUM OF UNDERSTANDING OF REGIONS 1 AND 3 MULTILATERAL GSO/MSS INTERSYSTEM CO-ORDINATION FOR THE FREQUENCY BANDS 1 525‑1 544/1 545-1 559 MHz, 1 626.5-1 645.5/1 646.5-1 660.5 MHz (MoU).

To manifest the MoU, every year the Operators Review Meeting (ORM) is conducted and participated by the GSO MSS operators of Regions 1 and 3, that consists of operators of MSS, GMDSS and AMS(R)S, of a total of currently 8 operators.

The MoU basically sets up rules for utilizing the bands 1 525-1 544/1 545-1 559 MHz, 1 626.5‑1 645.5/1 646.5-1 660.5 MHz in Regions 1 and 3, sets up the procedure for any MSS (including AMS(R)S) satellite network to be included in the ORM as well as the ORM scope of work and ORM working mechanism. 

The ORM produces the annual Spectrum Sharing Arrangement (SSA) which is basically the allocation of spectrum for every operator. SSA is developed based on the operator's network characteristics, technical parameters, service types, current spectrum usage, future spectrum usage projection, any bilateral agreement between any of those operators. This information is then cross-verified by all operators to make sure that all information is justified. The non-allocated spectrum is then put in the frequency pool or so called Master SSA, and any operator can request to use any spectrum in the Master SSA when they need them.

Both MLM and ORM are conducted on the principals of equal basis and transparency under the guidance of Resolution 222 (Rev.WRC-07) and ITU Radio Regulations. 

Based on the current practice, the usage management of the bands 1 525-1 544/1 545-1 559 MHz, 1 626.5-1 645.5/1 646.5-1 660.5 MHz has been pragmatically effective and efficient in accommodating the requirements of those 8 operators in Regions 1 and 3, including the requirements for the AMS(R)S.
4
Radio regulatory background

At WRC-97, the sub-bands 1 545-1 555 MHz (space-to-Earth) and 1 646.5-1 656.5 MHz (Earth‑to‑space), which had been exclusively allocated to the AMS(R)S in most countries for communications relating to safety and regularity of flights (messages with priority 1 to 6 as per Article 44 of the Radio Regulations), were allocated to generic mobile-satellite service (MSS) with the provision No. 5.357A to prioritize and protect AMS(R)S.

WRC-2000 considered this subject again and adopted Resolution 222 (WRC-2000) resolving, 


1
that, in frequency coordination of MSSs in the bands 1 525-1 559 MHz and 1 626.5‑1 660.5 MHz, administrations shall ensure that the spectrum needed for distress, urgency and safety communications of GMDSS, as elaborated in Articles 32 and 33, in the bands where No. 5.353A applies, and for AMS(R)S communications within priority categories 1 to 6 of Article 44 in the bands where No. 5.357A applies is accommodated;

The concept of real-time pre-emption was introduced as one of the possible expedient mechanisms to open the sub‑bands of 1 545-1 555 and 1 646.5-1 656.5 MHz to generic MSS, and therefore ITU‑R was invited to complete studies to determine the feasibility and practicality of prioritization and real-time pre-emptive access between different networks. ITU-R adopted Report ITU-R M.2073 concluding that “prioritization and intersystem real-time pre-emption” is not practical and, without significant advance in technology, is unlikely to be feasible for technical, operational and economical reasons.

As demand for AMS(R)S communication to support the ICAO satellite applications for communication, navigation, surveillance and air traffic management (CNS/ATM) is increasing, it is urged to study other appropriate methods to ensure long-term and stable spectrum availability for AMS(R)S, and to provide appropriate regulatory and operational provisions.
5
Methods to Estimate Spectrum Requirements from AMS(R)S Communications

In this report the AMS(R)S communication needs have been derived only for the aeronautical messages of category 1-6 of Art. 44. The process of estimation of such spectrum requirement is described in this section.

The process followed for the calculation of spectrum requirements of satellite systems serving a given airspace depends on::

1)
The aviation requirements
2)
The satellite system characteristics
Then these two are combined to derive the spectrum requirements as shown in Fig. 1 below.
figure 1
Process used to calculate spectrum requirements for AMS(R)S
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There are different ways to estimate the aviation requirements and these are described below. Then also the satellite assumptions will be detailed later in this document as well as the calculation methods.
[From the current draft CPM text/Origin UK]

Generally, the process to calculate the global spectrum requirements for AMS(R)S is in four general steps provided in Fig. 2 and described as follows:

1)
Gather the information on aircraft statistics and communication needs for the chosen airspace and calculate the aviation communication needs. 

2)
Gather the information on each satellite system covering the different areas of the world.

3)
From 1) and 2), calculate the spectrum requirements for each satellite system. taking account of all beams over the chosen area.
4)
Calculate the global spectrum requirement using the best possible frequency reuse pattern.
Figure 2

Steps to calculate the global AMS(R)S Spectrum Requirement
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5.1
Aviation Requirements

The process for estimating the air communication traffic is complex and requires the availability of several inputs and also reasonable assumptions, especially:

1)
the airspace region;

2)
the communications requirements per flight;

3)
the flight movements.

For each study presented in this report different assumptions have been taken for each of the above inputs; they are provided in the relevant sections.
Identification and quantitative characterization of the AMS(R)S communication needs is a complex matter and has been considered by different aviation bodies. 
The ICAO Aeronautical Communication Panel (ACP) has recommended as guidance for the assessment of future communication requirements the “Communications Operating Concept and Requirements for the Future Radio System”, which was developed by Eurocontrol and FAA. COCR describes in detail the aviation communication services required by single aircraft in each airspace domain and flight phase, and is a suitable basis for the purpose of the assessment described in this document. A copy of this document can be found at the following link http://www.eurocontrol.int/communications/gallery/content/public/documents/COCR%20V2.0.pdf. 

The COCR defines the requirements  on a per flight basis, thus to derive the requirements from a large number of flying aircraft over a given airspace, these would have to be replicated for all flights in the airspace. 

Hence, given actual flight movements in a past year and airspace, for example 2007, these have then been increased by the expected growth in another year, e.g. 2025 and then simulated or calculated as we will see later. 

Hence, the cumulative communication needs over a given airspace and a given time frame can be obtained by combining the information on flight movements in that area and time frame with the information on the communication needs of a single aircraft.

Two procedures agreed by ICAO experts (Aviation Communications Panel – Working Group F) of performing the combination of the above information can be used to determine the aviation needs in terms of information volume over a given airspace. One procedure is based on simulation of flights to derive the aviation requirements over a given airspace and timeframe and the other based on the Peak Instantaneous Aircraft Count (PIAC) approach which uses the PIAC and the average communications per flight to determine the needs. 
There is also a calculation approach based on statistical analysis and using PIAC [see Document 4C/279], which is also valid. This will also be described below.
5.1.1
Aviation needs by simulated approach
The simulation approach generates the aviation requirements in the form of the Required Information Volume (RIV; measured in bits/s) in all satellite beam service areas covering the given airspace and it is done as given below. Then the maximum value, or a statistical value is determined for the calculation of the spectrum.
Given an airspace area the RIV generated by the AMS(R)S services is calculated as follows:
a)
Determine the sub-airspaces area covered by each satellite beam;

b)
Separate the Forward (space-to-Earth) and Return (Earth-to-space) links;

c)
Make assumptions on the simulation of the individual flights, e.g. year, busiest day, time of day, queuing mechanism and other telecommunication chain assumptions;

d)
For all flights, simulate the communication traffic in terms of the information volume profile required by each aircraft as described in the COCR documentation;

e)
For each sub-airspace area (covered by a satellite beam) calculate its RIV by aggregating the information profile volume of all aircraft in that sub-airspace

f)
Determine the value of the RIV appropriate for the calculation of the spectrum requirements (e.g. maximum value, or a statistical value such as 99 percentile).

5.1.2
Aviation Needs by PIAC Approach

The Aviation needs over a given airspace using this approach are expressed in terms of Total Data Rate (Td; bits / hr) and the Total Voice Traffic (Tv; Erlangs / hr). These will depend on:

1)
The Peak Instantaneous Aircraft Count (PIAC); and,

2)
The Unit Data Traffic (Tdo) and Unit Voice Traffic (Tvo).

For the data messages assumes the Td is assumed the same for all messages and for the voice messages the Tv is also assumed the same for all voice calls. [Editor's Note: This assumptions is different from the COCR document defined for future air traffic communications.]
5.1.2.1
Estimation of PIAC
The PIAC over a given airspace S, at a given year in the future Yt and for satellite communications is derived as follows:
a)
Obtain the reference PIAC for year Yr


The reference PIAC ACr, can be obtained by investigating airlines timetable database of the year, such as OAG (Official Airlines Guide), i.e.: 



ACr = PIAC(Yr, S).
(1)
b)
Calculate  the PIAC for year Yt


The PIAC at year Yt, for all scheduled flights in the airspace S, i.e. ACt, can be obtained by using the estimated yearly flight growth rate (g), i.e.:



ACt = ACr · (1 + g)k
(2)


where k = Yt – Yr.
c)
Obtain the Total PIAC of all Flights


If the total number of flights served in a given airspace S is the sum of scheduled flights (F), non-scheduled flights (NS) and general aviation (GA), then the total target year’s PIAC in the airspace S, i.e. ACtt (S), becomes:


ACtt = rx · ACt
(3)

where:



rx = (F + NS + GA)/F
(4)
d)
PIAC for satellite communications


The PIAC relevant for a satellite covering the airspace S is obtained from the ACtt  multiplied by the ratio of aircraft using satellite communication (rs), i.e.:



ACs = rs · ACtt
(5)
e)
PIAC for one satellite network


Assuming Nn networks covering airspace S, the PIAC will be divided between networks with the following formula:



ACn = ACs / Nn0.5
(6)

5.1.2.2
Estimation of Total Traffic

The total traffic is split between data and voice and given Tdo and Tvo (introduced above), we have, i.e.:

a)
Total Data Traffic: The total data traffic Td (bits/hr) is equal to:



Td = Tdo · ACn
(7)

b)
Total Voice Traffic



Tv = Tvo · ACn
(8)

These two parameters will be used to calculate the spectrum requirements using this approach.

However, in order to use Td and Tv we need to determine Tdo and Tvo.

From the knowledge of the communications messages in various flight phases over a given airspace it is possible toestimate the averaged unit information volume per aircraftin a specified duration, i.e.: 


Tdo 
for data (bits/hr)


Tvo 
for voice (Erlang/hr)

5.1.3
Aviation Needs by Statistical Calculation Approach

This method uses a PIAC approach as defined above, however the estimation of the aviation needs is determined by using the COCR messages and their data and latency requirements. For this it also assumes a statistical distribution of the traffic generated. 

This method was based on the following Table 1.

Table 1
COCR Communication Traffic Loading Assumptions

	Assumptions on COCR parameters
	Values

	Year of Operation
	Gives Year of assumed operation

	ATS Data Services
	Assumptions on ATS data services

	Percentage of SATCOM Equipment
	Gives the assumed percentage of SATCOM equipment

	COTRAC specifications
	Assumptions on COTRACT distributions

	ATS Voice Services
	Assumptions on ATS voice services

	AOC Data Services
	Assumptions on AOC data services

	Airspace Density
	Describes the airspace density

	Operational Concept
	Assumptions on Operational concept (e.g., Phase 1, Phase 2)

	PIAC
	Describes assumptions on PIAC


5.1.4
Aviation Needs by Calculation Approach

5.2.4.1
Approach 1: UAE study

This calculation method determines the total information volume in the form of data rate (kI) for data messages and Erlangs (Vt) for voice messages.

The data messages assumed in the method are (1) CPDLC manoeuvre report messages and (2) ADS-A position report messages. The voice messages are supplemental messages to the CPDLC reports.

The method provided below assumes that the maximum number of aircraft per beam (i.e. the PIAC) is the same for all beams. 

Also, it assumes that the size of the data and voice messages is the same for all beams and for all instances of communications.
[Editor' s Note: The above assumptions are different from the COCR document defined for future air traffic communications and flights over airspace.]
[Editor' s Note: The following text will be updated at the next meeting: The parts relevant to the aviation estimation should be extracted for this section and then the parts relevant to the spectrum estimation should be put in section 6]
The global peak instantaneous aircraft count (PIAC)
[Editor' s Comment: there seem to be some inconsistency in the use of Ai , GPIAC and AI throughout  the text below.]


Ai   =   S ( B ( A



= # aircrafts.

Where:


S 
is the number of satellites


B 
is the number of beams per satellite


A 
is the number of aircraft per beam.

This figure will greatly exceeds the total number of oceanic aircraft that are likely to exist in the year 20##, but is taken in order to ensure that the spectrum allocation to any single spot beam is sufficient, without dynamic re-allocation of spectrum between beams.

The number of aircraft manoeuvres per hour, both data and verbal reports, is thus: 


= S ( B ( Am

Where: 


Am is the number of aircraft manoeuvres per beam per hour.
CPDLC traffic
The global number of aircraft manoeuvre reports per hour is:



= GCPDLC =  (  S*B*2*Am

*** It is assumed that each manoeuvre necessitates two reports, one requesting the manoeuvre and the other confirming completion of the manoeuvre.


The spectrum required to support (#) aircrafts manoeuvre reports per hour is:



= GCPDLC /3,600*LCPDLC*(bits/byte)/Se 



= # Hz
And the CPDLC user data rate transmitted by each aircraft is:



kCPDLC = GCPDLC/GPIACLCPDLC *8,  = # bits per hour
where:


GCPDLC
is the global number of aircraft manoeuvre reports per hour


LCPDLC 
is the number of bytes per aircraft manoeuvre report


Se 
is the spectral efficiency of data services expressed in user data bps/Hz.

The total number of position reports per hour is thus: 


= S ( B ( Ap 

Where: 


Ap is the number of aircraft position reports per beam per hour.


ADS-A traffic
The global number of aircraft position reports per hour is:



= GADSA = S*B*Ap
*** If an aircraft position report (ADS-A message) of average length # bytes is assumed, the spectrum required to support # aircraft position reports per hour is:



= GADSA /3,600*LADSA*8/Se 



= # Hz
And the ADS-A user data rate transmitted by each aircraft is:



= kADSA = GADSA / GPIAC  (  LADSA*8     = # bits per hour

The total data rate including ADS-A and CPDLC traffic is:



kI = kCPDLC + kADSA
where:


GADSA 
is the number of global number of aircraft position reports per hour

LADSA 
is the number of bytes per aircraft position report.

Voice services

The global number of aircraft voice messages per hour is:



= GVOICE


= S*B*2*Am*Pv

where:


Pv is 
the proportion of all CPDLC messages that are supplemented by voice calls

And the number of Erlangs per aircraft per hour is:



= Vt = GVOICE /AI ( D/60

where:


Pv is 
the proportion of all CPDLC messages that are supplemented by voice calls


D is 
the average duration of a voice call in minutes.
5.2.4.2
Approach 2: Egypt
[Editor' s Note:

Editor’s Note: It should be noted that the requirements described in this study are based on current assumptions for the NAVISAT design and associated services. NAVISAT is currently conducting a reassessment of the services, capacity needs and system design for providing AMS(R)S in accordance with the evolving needs for aviation safety in the Africa and Middle East region. On the basis of these new data, this study on AMS(R)S spectrum requirements for the Africa and Middle East region will be updated at the next WP4C meeting (February/March 2010). Although the spectrum estimates summarised hereunder are provisional, the results are expected to remain in the same order of magnitude and represent a realistic basis for discussion.
]

[Editor' s Note: This is a placeholder for the NAVISAT system to describe the estimation of air traffic over the Middle-East and Africa. The document 4C/215 submitted to the April 2009 meeting define spectrum requirements based on satellite total capacity and their system performance (in terms of No. of simultaneous aircraft that can be served at any point in time). Hence NAVISAT should instead provide the estimation of aviation needs over Middle-East and Africa either using one of the methods above or using their own method.] 
5.2
Calculation Methods for Estimation of Spectrum Requirements
5.2.1
Case 1: Multiplicative Approach

5.2.1.1
Estimation of spectrum requirement SR per beam

Figure 3 below expands on block 2 of Step 3 in Fig. 2 of the introduction of Section 5 above.

The calculation of spectrum requirement (SR; in Hz) from a given information volume (V; in bits/s) is calculated by introducing three multiplicative factors.  

In general SR can be determined by the V, through the following formula:



SR = k V
(19)

where k is a conversion factor which depends on the telecommunication system under consideration. In order to find this factor, the usual modelling chain of a telecom system is used, where information data (V) is processed through a telecommunication system until we reach the radio-frequency channel.

The calculation method here divides this telecommunication chain in three sequential blocks representing:

1)
The data protocol shaping the user data;

2)
the physical layer converting data into bandwidth;

3)
and then other inefficiencies in the satellite architecture.

Each of these blocks is modelled by a multiplicative factor, i.e.:
–
(, representing the satellite access method;

–
(, representing the satellite air-interface;

–
(, representing the satellite implementation.

Hence, using these multiplicative factors, we find that the multiplicative factor k is equal to:



k = ( ( (
(20)

and thus the total spectrum requirement per beamcan be written as:



SR = ( ( ( V
(21)

Figure 3
Calculation of spectrum requirements per beam
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5.2.1.2
Estimation of spectrum requirement per satellite system

Once the spectrum requirement per beam is determined, the spectrum requirement for the whole satellite is calculated (i.e. Fig. 2, Block 3 of Step 3).

Total spectrum requirements for a satellite network can be obtained by:

1)
Calculating the spectrum requirement per beam;

2)
Considering the best possible frequency reuse pattern between the beams;

3)
Calculating the total spectrum requirement (TSR) of the satellite.

In general the Total Spectrum Requirement in a given airspace S can be calculated as follows:

Given airspace S subdivided into many beam areas i (see Fig. 4 below) and we assume that we can aggregate these in various sets of beams (one of the sets may be the Global beam set), where we assume that the i,j in a given set can share frequencies between each other, i.e.:


Set1:  1,11,2…,1,x
share frequencies


Set 2:2,12,2…,2,y 
share frequencies

…


Set K: K,1K,2…,K,z 
share frequencies
For each of these sets we have also the corresponding spectrum requirement SRi,j = SR(i,j), i.e.:


Set1:  SR1,1SR1,2…,SR1,x

Set 2:SR2,1SR2,2…,SR2,

…


Set K: SRK,1SRK,2…,SRK,
Then, if we assume that between sets spectrum cannot be shared we have that the total spectrum requirement for the airspace S is given by:



TSR (S) = 
max (SR1,1, SR1,2 … SR1,x) +





max (SR2,1, SR2,2 … SR2,y) +



…
(22)





max (SRK,1, SRK,2 … SRK,z)

Additionally, each of the i,j, could also represent a cluster of smaller beams that cannot share any spectrum between them. In such case the SR(i,j) is the total spectrum requirement in such cluster. 

Figure 4

Satellite beams (of one or more satellites) covering airspace service areas
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5.2.1.3
Estimation of global spectrum requirements 

The estimation of global spectrum requirements, i.e. those applicable between different satellite systems is complex and may require meetings between the different operators of such systems. What is provided below is a very high level presentation of how the global spectrum requirements could be estimated.Below is provided a simple calculation method.

The approach for the calculation of a global spectrum requirement is as follows:
1)
Determine the airspace regions of the world and the satellite coverage areas Sk of such airspaces (see for example Fig. 5 below).

2)
Calculate the spectrum requirements TSR(Sk) of each satellite system covering each regional airspace. This follows the calculation process in section 5.2.1.2.

3)
Determine the best possible Frequency Reuse pattern between the regions.

4)
Calculate the  global spectrum requirement (GSR). This follows a similar process as in section 5.2.1.2, except that we expand the process to the regional airspaces instead of the satellite beams of a single satellite, i.e.:
–
Aggregate into sets the spectrum that can be reused, i.e.:
Set 1: TSR1,1, …, TSR1,a
…

Set N: TSRN,1, …, TSRN,n
–
Calculate spectrum requirement as:


GSR = max(TSR1,1, …, TSR1,a) + … 
+ max(TSRN,1, …, TSRN,n)
(23)
Figure 5

Different satellite systems covering different airspace areas

[image: image6.emf]
5.2.2
Case 2: PIAC Approach

The spectrum requirements calculation using the PIAC approach uses also multiplicative factors as we saw above in section 5.2.1.
5.2.2.1
Calculation of the spectrum requirement for data messages SRd in each beam

i)
Estimation of the overhead of the source information

The overhead () of the source information to the modulator can be estimated by considering characteristics of pre-coding for the normalized carrier as follows.



 = 1･2
(24)
where:


1: 
Overhead for the synchronizing and error correction bits

2: 
Overhead for the additional bits for packet and others

ii)
PIAC per beam

If a satellite has Nb beams then the PIAC per beam can be derived from the PIAC of satellite coverage as:



ACb = ACn ( rC / Nb
(25)

Where the rC is the beam concentration factor dependant on the number of beams Nb:



rC = Nb0.5
(26)
iii)
Data Traffic per beam

The data traffic per beam Td,b is equal to:



Td,b = ACb ( Tdo
(27)



= rC/Nb  ( Td
(28)
iv)
Calculation of the required number of normalized carriers per beam

The required number of normalized carriers (Nd) per beam can be calculated by the following formula:


Nd = ･Roundup(Td,b /Cd)
(29)

Where the maximum information volume to handled Td (kbit/s) was determined in section 5.1.2.2 and Cd is theeffective transmission capacity of the normalized data carriers (in kbit/s) taking into account of allowable data delay.
v)
Calculate required spectrum for data messages in each beam

Hence we can calculate the required spectrum for data messages in each beam  by multiplying the normalized carrier separation per beam for the respective types of carrier (d; in kHz) and the required number of carriers (Nd) as follows:



SR()d = Nd · d + SRa
(30)
where: 


SRa
 is additional spectrum (kHz) requirement for the network control
5.2.2.2
Calculation of the spectrum requirement for voice messages SRd in each beam

In the case of the voice signal considered separately (e.g. voice not packetized), a different approach to estimate the required spectrum is needed.

Given the total traffic volume Tv (Erlang/hr) as determined in section 5.1.2.2, we calculate the traffic per beam similarly as per Equ. 28 above, i.e.:



Tv,b = ACb ( Tvo
(31)



= rC/Nb  ( Tv
(32)
Hence, the required number of voice circuit (Nv) per beam to satisfy acceptable call loss (Lc) can be estimated based on the following Erlang C equation:



Nv = E(Tv,b, Lc)
(33)

where:


E(Tv, Lc) 
is a function of satisfying following Erlangs C equation:
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(34)

[Editor' s Note: Check with Japan is x the “operator” or a “factor” ?]Then, the required spectrum for voice signal per beam (SRv()) is obtained as,



SRv() = Nv･v
(35)
where:


v: 
carrier separation of the normalized voice carrier in kHz.
5.2.2.3
Calculation of the total spectrum requirement TSR in each beam

Having found the spectrum requirement for voice and data messages per each beam then we have that the total spectrum requirement per beam (SR()) can be obtained as:



SR() = SR()d + SR()v
(36)
5.2.2.4
Calculation of total spectrum requirement per satellite system

Total spectrum requirements for a satellite network (TSR) can be obtained by summing spectrum requirements per beam throughout all airspaces (all beams or service areas). 
If u is the 
inefficiency due to carrier arrangements, we can write that:
–
The total spectrum requirement for global beams:



SRg = SR(G)
(37)

Where SR(G) is the required spectrum SR() for global beam;
–
The total spectrum requirement for multi-spot beams for which frequency reuse is not possible:



SRm = SR(M)
(38)

Where SR(M) is the required spectrum SR() in the multi spot beam that frequency reuse is not possible;
–
The total spectrum requirement in beam clusters:



SRc = Nc  ( SR(F)
(39)

Where SR(F) is the maximum required spectrum of SR() in the beam cluster.

It is noted that in case of a beam cluster without the frequency reuse, the total spectrum requirement would be Nc･SR(F) regardless the number of beams.Then we obtain the Total Spectrum Requirement in the network i.e.:


TSR = ( SRg + SRm+ SRc ) /u   
(40)
5.2.2.5
World-wide spectrum requirement

To calculate the world-wide spectrum requirement, this approach assumes that it is not possible to reuse frequencies between satellite networks and this if we have Nn networks then the World-Wide  Spectrum Requirement is:


WSR = TSR ( Nn
(41)
5.2.3
Case 2: Other Approaches

[Editor' s Note: The spectrum calculations and table provided in 4C/279 are given in Section 7.3. We need to work more on the drafting of this section to explain the calculation in section 7.3]

5.2.3.1
Approach 1: Brazil Method
5.2.3.2
Approach 2: UAE Method

[Editor' s Note: The spectrum calculations and table provided in 4C/239 are given in Section 7.5. we will need to work more in this section to explain the calculation in section 7.5]

[Editor' s Note: the following text was not modified. Will require further work for the next meeting. Here we should have just formulas on how the spectrum is calculated, The values with the results should go preferable in section 7.]
6
Summation of global spectrum requirements for the AMS(R)S in the year 2025

[WP 4C Chairman’s Note: this section is repeated in section 7.5.3 on page 81.]
6.1
Data service

The spectrum required for the data services of the AMS(R)S is:



ADS spectrum + CPDLC spectrum = (17.5 + 3.26 =) 20.76 kHz
However, the minimum bandwidth allocation per satellite beam is 20 kHz, i.e. one 10.5 kbps R channel of 10 kHz bandwidth and one 10.5 kbps T channel of 10 kHz bandwidth, and the minimum bandwidth of 30 beams is 600 kHz. Therefore, allowing for frequency reuse the minimum bandwidth required for data is (600/2.143 =) 280 kHz. This implies a minimum user data rate (excluding service addresses and signalling) of 2 kbps in all regions and up to 12 kbps in those regions where three Inmarsat satellites are visible and are within the coverage area of spot beams from all three satellites.

6.2
Voice service
The spectrum required for the voice services of the AMS(R)S is:


Voice 476 kHz
The minimum voice bandwidth allocation per satellite beam is 10 kHz and the minimum bandwidth of 30 beams is 300 kHz. Therefore, allowing for frequency reuse the minimum bandwidth required for voice is (300/3.75 =) 80 kHz. This implies a minimum of one voice circuit in all regions and up to six voice circuits in those regions where three Inmarsat satellites are visible and are within the coverage area of spot beams from all three satellites. In order to increase capacity in steps of integer voice channels per beam, the value of 80 kHz needs to be multiplied by an integer. Selecting 10 channels per beam gives a spectrum requirement of 800 kHz. This implies from 10 voice circuits up to 60 voice circuits from a point on the Earth’s surface.

6.3
Summation
The total spectrum required for the AMS(R)S is (280 + 800 =) 1 080 kHz. 

As indicated at the introduction to all annexes, this methodology looks to develop the global total required AMS(R) S spectrum.

A summary of the key parameter values used for the spectrum estimation in year 2025 is given in Table 5 below. 
Table 5-x
Key parameter values 
	Parameter
	Value
	Units
	Comment

	1997 PIAC in North Atlantic Oceanic ATM zone
	930
	
	NATS value

	1997 Peak number of aircraft manoeuvres per hour in the North Atlantic Oceanic ATM zone
	104
	
	NATS value

	Percentage increase in ATM activity in 28 years
	129
	%
	FAA values extrapolated

	2025 PIAC in North Atlantic Oceanic ATM zone
	2130
	
	129% growth assumed

	2025 Traffic per Inmarsat 3 beam
	1065
	
	Assume North Atlantic is carried by two spot beams

	2025 Global PIAC in Oceanic ATM zones
	31 950
	
	Based on 30 satellite beams of same bandwidth

	2025 Global number of aircraft manoeuvres per hour in Oceanic ATM zones
	3 570
	
	CPDLC messages per hour are twice this value

	2025 Number of ADS-A reports per aircraft per hour
	2.4
	
	Twice value via HF 

	2025 Global number of ADS-A reports per hour in Oceanic ATM zones
	76 680
	
	Based on 30 satellite beams of same bandwidth 

	2025 Global number of voice messages per hour in Oceanic ATM zones
	3 570
	
	50% of CPDLC traffic 

	Average length of ADS-A message
	55
	Bytes
	Based on FAA values

	Average length of CPDLC message
	110
	Bytes
	Based on FAA values

	2025 Oceanic CPDLC data rate per hour per aircraft
	197
	Bph
	Calculated in Appendix 1

	2025 Oceanic ADS-A data rate per hour per aircraft
	1 056
	Bph
	Calculated in Appendix 1

	Average holding time of voice call
	3
	Mins
	Average for MSS

	Spectral efficiency of all data messages
	0.25
	bps/Hz
	Calculated in Appendix 1

	Bandwidth per voice channel
	10.0
	kHz
	Typical Inmarsat value

	Global frequency reuse factor for all data services
	2.14
	
	0 or 6 dBi gain AES antenna

	Global frequency reuse factor for all voice services
	3.75
	
	12 dBi gain AES antenna

	2025 Global CPDLC average utilization in peak hour
	3.26
	kHz
	Calculated in Appendix 1

	2025 Global ADS-A average utilization in peak hour
	17.5
	kHz
	Calculated in Appendix 1

	2025 Global voice average utilization in peak hour
	476
	kHz
	Calculated in Appendix 1

	Probability of an access delay > 8 seconds
	7.7E-5
	
	Calculated in Appendix 1

	2025 Global data bandwidth in Oceanic zones
	280
	kHz
	Minimum bandwidth

	2025 Global voice bandwidth in Oceanic zones
	800
	kHz
	10*Minimum bandwidth

	2025 Global total AMS(R)S spectrum required
	1 080
	kHz
	Sum of data and voice


6
Assumptions on Satellite System

6.1
Europe

6.1.1
Case 1: ESA study
As a result of FAA and Eurocontrol studies on future communication requirements for aviation (e.g. COCR documentation) it is believed that new technical standards are necessary for equipment and system performance. Hence, ESA has made some assumption on a future satellite system serving the European ATM (Air Traffic Management) requirements. 
These assumptions, which will lead to the estimation of the future spectrum requirements,  have the potential to be adopted globally for the harmonised deployment of efficient, seamless and interoperable services around the world.

6.1.1.1
Assumptions on the satellite coverage The first study made by the European Space Agency (ESA) assumes that the European airspace (see Fig. 6-1) will be covered by 6 satellite spot beams. Fig. 6-1 shows also an example of a possible European satellite coverage of 6 spot beams.

The next step is to determine the sub-airspace areas j (j=1, 2, ... 6) corresponding to each of the 6 satellite beams, and an example is also presented in Fig. 6-1 below. 
This was done so that the airspace areas:

–
do not overlap; and,
–
cover all of the given European airspace region S.
The next step in the process for the estimation of the spectrum requirements of the satellite system is to determine the  RIV(t; j), i.e. the required information volume of the sub-airspaces j. This will be performed in section 7 below.

Figure 6-1

[image: image1.png]


European airspace with potential 6 beam satellite coverage

6.1.1.2
Assumptions on the Satellite Telecommunication Chain

The following satellite system characteristics were assumed for determining the parameters ,  and , specified above in section 5.2.1.1,  for the derivation of the spectrum requirements, i.e.:

6.1.1.2.1
The protocol overhead factor :

FL = 1.2 

(i.e. forward link 20% overhead)

RL = 1.3 

(i.e. return link 30% overhead)

6.1.1.2.2
The physical layer factor :

This depends on three multiplicative factors, i.e.::

 =  b  
Where: 



b 
represents the coding inefficiency;


 
represents the modulation efficiency; and, 

 
represents the channel filtering (e.g. Nyquist filter) inefficiency.

In order to calculate these factor, we thus need the system architecture assumptions.

1)
Modulation and Coding

For the forward link we assume the presence of two modulation techniques used and implemented in the same satellite technology to increase the spectrum efficiency, i.e. QPSK FEC 1/2 and 8PSK FEC 2/3. 
For the return link we can only assume the QPSK FEC 1/2. 

2)
Filtering

For each link a Nyquist filtering with roll-off 0.25 is assumed.
Hence these will result in:

a)
QPSK + FEC 1 / 2 + filtering: 
1 = b1 1  = 1.25
b)
8PSK + FEC 2 / 3 + filtering:
2 = b2 2  = 0.625
Then to calculate the overall  factor to use in the spectrum estimations we proceed as given below.

Forward-Link: a distribution of AES traffic between the two modulations, i.e. d1 = 30% for QPSK and d2 = 70% for 8PSK is assumed, so that the overall value of  is:

FL     =        d1 x 1 + d2 x 2
                = 0.3 x 1.25 + 0.7 x 0.625

  =      0.8125

Return-Link: We have instead:

RL     =     1   =  1.25

6.1.1.2.2
Radio-Frequency channel carrier spacing 
The typical carrier spacing equal to:

  =  1.1

6.1.1.2.3
Beam frequency reuse 
The study considered two cases of frequency reuse between the 6 beams. The two cases of reuse are considered below:
Case 1 reuse:
E. Atlantic beam reuse with SE Europe beam; and,
SW Europe Atlantic beam reuse with NE Europe beam;
Case 2 reuse: 
E. Atlantic beam reuse with NE Europe beam; and,
SW Europe Atlantic beam reuse with SE Europe beam.
The above two cases cover the only two possibilities of reuse between the 6 beams.
6.1.1.3
General characteristics
6.1.1.3.1
The satellite system architecture

The ESA design studies for a European ATM satellite system have proposed a multi-spot beams configuration. Multi-spot beams have been preferred to a single beam design in order to ensure that the link can be closed with parameters acceptable for the satellite design. Several options for the payload design exist and a final configuration will be selected only in mid 2010. Hence, the following design parameters and characteristics shall be considered as examples only.

ESA commissioned two independent industrial assessment studies proposing respectively three beams coverage (Figure 6-2) and six beams coverage (Fig. 6-3).

An analysis was carried out concerning:

–
the link layer protocol (encapsulation efficiency, framing, network synchronization);

–
the access scheme for both forward and return links;

–
the physical layer parameters (coding, modulation, filtering).

A first analysis pointed out that the best access scheme solution is MF-TDM/MF-TDMA, mainly in terms of flexibility and use of spectrum (e.g. in presence of fragmented spectrum). For the forward link, the capacity also needs to be fragmented between several GES to ensure progressive deployment, or deployment of a decentralized architecture with access from several GES. In any case, each GES will provide forward link connectivity to many aircraft simultaneously through a MF-TDM access scheme. Each return link carrier is shared by a large set of aircraft communicating with the same GES.

The physical layer can be designed using state-of-the-art coding schemes (e.g. turbo-codes) associated with QPSK, or potentially 8-PSK modulation with low roll-off shaping filtering. The code rate may vary among a few pre-defined rates. Different configurations of the physical layer may co-exist simultaneously through the overall coverage of the satellite.

Figure 6-2

ESA Option 1: Example of European coverage with 3 spot beams


[image: image8] 
Figure 6-3

ESA Option 2: Example of European coverage with 6 spot beams

[image: image9]
6.1.1.3.2
Aircraft earth station characteristics

The main design driver of the satellite communication system is the use of low cost aircraft avionics that is economically viable for a vast majority of aircraft categories. 

This is achieved by choosing as a baseline an omni-directional antenna onboard the aircraft, and to avoid forced-air cooling for the high-power amplifiers. 

Therefore, the AES can be broadly characterized by: 

–
a low-gain antenna (LGA) with antenna gain 0 dBi;

–
in the forward link a G/T = −26 dB/K;

–
in the return link an e.i.r.p. = 13.5 dBW. 

Aircraft earth station minimum data rate analysis

A key driver of the communication design is the rate at which “application messages”, i.e. the messages required by the end-users (i.e. ANSPs and Airlines), need to be transmitted in order to respect performances requirements defined in the COCR V2, in terms of amount of i) data generated, ii) latency and iii) expiration time. 

The peak rate at which the aeronautical terminal will be requested to transmit is determined by several factors:

–
length of message and associated time delay of the most constraining service in COCR V2;

–
airspace type, e.g. continental;

–
physical delays introduced by the orbit characteristics;

–
access scheme efficiencies (e.g. TDMA frames);

–
overheads in the protocol scheme (upper stack layer and lower stack layer);

–
assurance to transmit two messages on the same TDMA frame and complying with the delay requirements;

–
services evolution.

When taking into account the requirements of the COCR V2, the AES data rate sizing for continental Europe is minimum 16.8 kbit/s (12 kbit/s for data and 4.8 kbit/s for voice) at network layer and when considering additional factors such as a multiple access schemes, higher data rates would be required, e.g. as high as 64 kbit/s. 

These data rate figures will be consolidated when the system trade-offs are finalized.

6.1.1.3.2
ESA link budget analysis

An example of link budget analysis is summarized as follows:

•
Access scheme 

–
TDM in forward link;

–
TDMA in return link.

•
Physical layer

–
QPSK modulation (possible also a 8-PSK);

–
Turbo codes 1/2 code rate;

–
80 ms inter-leaver;

–
Target PER = 10−3;

–
Required Eb/N0 = 3 dB.

•
Multipath margins

–
From 2 to 7 dB depending on AES elevation angle.

•
Ionospheric scintillations 

–
Margin: 1.5 dB. 

•
For the forward link:

–
AES G/T = −26 dB/K;

–
QPSK and 1/2 coding rate;

–
e.i.r.p. per carrier 41.8 dBW is possible to close the link with the following data rates:

•
16 kbit/s, for 5 deg. ≤ elevation < 10 deg.;

•
32 kbit/s, for 10 deg. ≤ elevation < 15 deg.;

•
64 kbit/s, for elevation ≥ 15 deg.;
–
e.i.r.p. per carrier 45 dBW, will require a larger payload, but will assure a 64 kbit/s rate down to 5 deg. elevation.

•
For the return link:

–
AES e.i.r.p. = 13.5 dBW;

–
QPSK and 1/2 coding rate;

–
Depending on the satellite G/T performance at EOC, the following minimum data rates are achievable:

•
12.5 kbit/s for low elevation angles (< 10 deg.); 

•
50 kbit/s, for higher elevation angle ≥ 10 deg.

The link budget proposes adapting the carrier data rate depending on the channel fading conditions (i.e. multipath). 

6.1.1.3.3
Satellite design

Satellite design depends strongly on capacity requirements which in turn are function of Peak Instantaneous Aircraft Count (PIAC) over ECAC and on the AES performance. 

In particular:

–
For the return link the size of the satellite antenna is driven by the AES data rate, whatever the total volume from all the visible AESs;

–
For the forward link the payload mass and power is driven by the total capacity.

The following table gives an overview of the possible range of variability of satellite design parameters.

TABLE 3-2

Satellite parameters

	
	

	Minimum e.i.r.p. per carrier
	42 to 45 dBW

	G/T
	−1 to 4.5 dB/K

	Spot beams
	3 to 6

	Antenna size
	3.5 to 6 m

	Mass
	300 to 1 000+ kg

	Power
	3 to 10+ kW

	e.i.r.p. distribution over the beams
	flexible

	Channels distribution over the beams
	flexible

	Coverage
	European/ORP only, or additional GSO coverage

	PIAC capability
	6 000 to 8 000


6.1.2
Case 2: UK study
The system considered in this section is on the Inmarsat-4 system and planned developments. This system operates in the 1.5/1.6 GHz MSS bands. The Inmarsat system currently provides maritime, land, and aeronautical satellite applications. The aeronautical applications include AMS(R)S systems used in the worldwide Air Traffic Management system.

For the scope of the studies in this report, it is assumed that any other Inmarsat satellites launched in the time-frame being considered by WP 4C (i.e. before 2011) for the assessment of AMS(R)S spectrum requirements will have capabilities that are at least as advanced as Inmarsat‑4. 

6.1.2.1
Assumptions on the satellite coverage
Each satellite supports approximately 200 spot beams.  Figure 6-4 shows the current arrangement of the spot beams generated by the three operational satellites of Inm-4. The same frequencies can be assigned on the same satellite based on a four colour reuse arrangement.

Figure 6-4

Inmarsat-4 narrow spot beam coverage

[image: image10.emf]10°

10°

10°

20°

20°

20°

10°

10°

10°

20°

20°

20°

10°

10°

10°

20°

20°

20°

SATSOFT

-150.00 -100.00 -50.00 0.00 50.00 100.00 150.00

East Longitude (Degrees)

-50.00

0.00

50.00

North Latitude (Degrees)


Figure 6-5

European spot beam coverage and elevation contours for Inm-4 satellite at 25º E
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6.1.2.2
Assumptions on the Satellite Telecommunication Chain
The calculation method in section 5.2.1.1 requires three scaling factors to be derived:
–
(, representing the satellite access method;

–
(, representing the satellite air-interface;

–
(, representing the satellite implementation.

For the Inmarsat system, the scaling factors ,  and , are estimated with the following baseline assumptions:
The elevation angle to “hot spot” sub-airspace region exceeds 25°, allowing the benefits of the improved link margin illustrated in Figures 6-2 and 6-3 to be used.  This assumption is consistent with the traffic requirements for the European airspace region.  For the baseline assumptions, it is assumed that all aircraft are equipped with the LGA+ class of AES terminal.  

6.1.2.2.1
Calculation of 
The protocol overhead results in a reduction in effective channel rate of approximately 20%, comprised as follows:

i) system maintenance information overheads (10%);

ii) mobile terminal management overheads; (5%); and

iii) user-plane overheads (5%).

System maintenance information covers the bearer-specific information that is used to administer satellite resources, mobile terminal management overheads consider the requirements for administering the mobile terminals, while user-plane overheads include packet segmentation, CRC and ARQ overheads (these vary typically in the range 3% to 8% depending upon the size of the submitted packets, but for the COCR traffic a mid-value of 5% is reasonable).

The maximum mean loading per physical bearer is assumed to be not more than 90% of the resulting effective channel rate, and this factor should be included, and has been integrated into the value for  which has therefore been assumed to 1/(0.8*0.9) = 1.39. 

Hence for the Inm-4 satellite:

 = 1.39
6.1.2.2.2
Calculation of 
For , the factor to account for the satellite air interface characteristics, for the forward link is given by the channel bandwidth divide by the bitrate, i.e.:

 =  42 / 45 = 0.93
6.1.2.2.3
Calculation of 
For , the factor to account for the satellite implementation characteristics, a typical arrangement would have four 42 kHz channels in a bandwidth of 200 kHz.  Hence:

.
These factors will be used later in section 7 for the calculation of this satellite system. 

6.1.2.3
General characteristics 

The satellite coverage characteristics were provided above.

6.1.2.3.1
AES characteristics

Three types of AES are envisaged to be used in the AMS(R)S system. The first two are based on AES terminals in current operation with the Inmarsat BGAN system, these being referenced as high gain antenna (HGA) and intermediate gain antenna (IGA). The third type of AES is designed to provide future aeronautical safety services and cockpit communications, and is termed the Inmarsat low gain antenna (LGA+). The antenna technology for this mobile terminal is based upon Inmarsat Mini-C which has enhanced gain in the forward direction but reduced power handling capability in the return direction relative to the older Inmarsat Aero LGA specification. The G/T and e.i.r.p. characteristics for these terminals are shown in Table 6-2 below.
Table 6-2
Nominal AES antenna characteristics at 5° elevation

	
	G/T (dB/K)
	e.i.r.p. (dBW)

	HGA 
	–13
	21

	IGA 
	–19
	15

	LGA+
	–23.7
	7


Inmarsat is currently studying the use of antenna diversity techniques for the LGA+ mobile terminals to be used for aeronautical safety services, on the basis that such an antenna subsystem when combined with multiple radios provides both increased reliability through redundancy, as well as improved service availability and system performance. The performance figures presented in this paper do not include such antenna diversity techniques.  

The air interface design used to calculate the achievable performance with these mobile terminals is based upon the Inmarsat BGAN design, coupled with specific enhancements to optimize the performance of the LGA+ terminal for aeronautical safety service applications when operating at low elevation angles.  The BGAN system uses rate adaptive technology to maximize system capacity. Rather than fixing the data rates for all Mobile Terminals (MTs), link adaptation gives higher data rates to those with a better radio link. Thus larger MTs and those with good pointing, or located in the centre of a beam, can take advantage of favourable link conditions to send or receive at a higher data rate. Depending on the reported link quality the system will dynamically assign the highest modulation and FEC coding rate combination.

The data rates represented in the figures below correspond to the performance at the edge of the spot beam, and therefore the achieved system throughput across a beam will typically be better than these figures by between 10% and 20% depending upon mobile terminal distribution.

For use in an AMS(R)S environment, it is anticipated that the air interface will be based on 42 kHz channels. 
For the forward link, the data rates for each of the terminals at the edge of an Inmarsat-4 narrow spot beam are shown in Fig. 6-6. 
For the return link, the data rates for each of the terminal types when operating at the edge of an Inmarsat-4 narrow spot beam are shown in Fig. 6-7.
Figure 6-6

Forward narrow beam data rates using 42 kHz channels 
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Figure 6-7
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Return narrow beam data rates using 42 kHz channels

For information, the HGA and IGA terminals may also operate in wider channels of 100 kHz and 200 kHz. Operating in 100 kHz gives nominally twice the peak data rate and operating in the 200 kHz channel gives nominally 4.5 times the peak data rate, allowing data rates between 300 and 432 kbit/s to be supported in both forward and return direction depending upon terminal class and elevation angle.  It is not currently anticipated that the LGA+ mobile terminals will be configured to operate with these higher data rate bearers.

6.1.2
Asia – Japan Study 

6.1.2.1
Assumptions on the satellite coverage

Figure 6-4 shows the Asia-Pacific airspace and its sub-division into smaller airspace areas.
[Editor's Note: Additional text is required for the explanation of the satellite system assumptions]
figure 6-4
Asia-Pacific airspace
[image: image12.emf]
6.1.2.2
Assumptions on the Satellite Telecommunication Chain

This study uses the method explained in section 5.2.2 above, which is based on a PIAC estimation for each airspace area and the average communication needs per flight.

All the assumptions necessary for this study are provided in Table 6-3 below.

TABLE 6-3

Spectrum Estimation in Asia-Pacific
	
	Case
	
	
	1a
	1b
	2
	3
	4
	5
	

	No.
	Airspace  Item
	
	Unit
	Global Beam
	Spot Beam
	Global Beam
	Beam Cluster
	Beam Cluster
	Beam Cluster
	Formula/source

	Total PIAC

	1
	Reference Year
	Yr
	
	2008
	2008
	2008
	2008
	2008
	2008
	Spec

	2
	Target Year
	Yt
	
	2015
	2015
	2025
	2025
	2035
	2035
	Spec

	3
	Reference Year's PIAC
	ACr
	count
	1700
	1700
	3400
	3400
	3400
	3400
	Estimate(OAG)(*1)

	4
	Growth Rate
	g
	%
	5.0
	5.0
	5.0
	5.0
	4.0
	6.0
	Estimate          (*2)

	5
	Basic PIAC in Target Year
	ACt
	count
	2392
	2392
	7793
	7793
	9803
	16396
	Eq. 2

	6
	NS-GA Factor
	rx
	ratio
	1.5
	1.5
	1.5
	1.5
	1.5
	1.5
	Estimate

	7
	Satcom Ratio
	rs
	ratio
	0.2
	0.2
	0.5
	0.5
	0.7
	0.7
	Estimate

	8
	AMS(R)S PIAC
	ACs
	count
	718
	718
	5845
	5845
	10294
	17216
	Eq. 5

	9
	Number of Networks
	Nn
	
	2
	2
	3
	3
	3
	3
	Estimate

	10
	AMS(R)S PIAC/Network
	ACn
	count
	507
	507
	3374
	3374
	5943
	9940
	Eq. 6                (*3)

	Total Network Traffic

	1
	Unit Data Traffic
	Tdo
	kbit/
AC.Hr
	50
	50
	50
	50
	50
	50
	Est. Data 2008 (*4)

	2
	Total Data Rate
	Td
	Mbit/Hr
	25.4
	25.4
	168.7
	168.7
	297.2
	497.0
	Eq. 7

	4
	Unit Voice Traffics
	Tvo
	Erl/Hr
	0.01
	0.01
	0.01
	0.01
	0.01
	0.01
	Est. Data 2008 (*4)

	5
	Total Voice Traffics
	Tv
	Erl/Hr
	5.1
	5.1
	33.7
	33.7
	59.4
	99.4
	Eq. 8

	6
	Allowable call loss
	Lc
	ratio
	0.001
	0.001
	0.001
	0.001
	0.001
	0.001
	Estimate

	PIAC per beam Beam

	1
	Antenna Beamwidth
	Ba
	deg.
	18.0
	1.5
	18.0
	1.0
	1.0
	1.0
	Design

	2
	Number of beam
	Nb
	number
	1
	7
	1
	250
	250
	250
	Design

	3
	Cluster size
	Nc
	number
	1
	7
	1
	7
	7
	7
	Design

	4
	Beam Concentration Factor
	rc
	number
	1.0
	2.6
	1.0
	15.8
	15.8
	15.8
	Eq. 26

	5
	AMS(R)S PIAC/beam
	ACb
	number
	507
	192
	3374
	213
	376
	629
	Eq. 25

	SR for Data

	1
	Unit Data Traffic
	Tdo
	kbit/
AC.Hr
	50
	50
	50
	50
	50
	50
	Estimate          (*4)

	2
	Data Traffics/beam
	Td,b
	Mbit/Hr
	25.4
	9.6
	168.7
	10.7
	18.8
	31.4
	Eq. 27

	3
	Effective Transmission Rate
	Cd
	kbit/s
	0.144
	0.144
	3
	3
	10
	10
	Spec.

	4
	No.of Required Data Ch.
	Nd
	ch
	49
	19
	16
	1
	1
	1
	Eq. 29

	5
	Additional Spectrum
	SRa
	kHz
	20
	15
	30
	15
	15
	15
	Spec

	6
	Carrier Separation
	d
	kHz
	5.0
	5.0
	10.0
	10.0
	20.0
	20.0
	Spec

	7
	SR for Data Ch.
	SRd
	kHz
	265
	110
	190
	25
	35
	35
	Eq. 30

	SR for Voice

	1
	Unit Voice Traffics
	Tvo
	Erl
	0.01
	0.01
	0.01
	0.01
	0.01
	0.01
	Estimate           (*4)

	2
	Voice Traffics/beam
	Tv,b
	Erl
	5.07
	1.92
	33.74
	2.13
	3.76
	6.29
	Eq. 31

	3
	Call Loss
	Lc
	number
	0.001
	0.001
	0.001
	0.001
	0.001
	0.001
	Estimate

	5
	No. of Required Voice Ch.
	Nv
	ch
	14
	8
	54
	9
	12
	16
	Eq. 33

	6
	Carrier Separation
	Dv
	kHz
	17.5
	17.5
	7.5
	7.5
	7.5
	7.5
	Spec

	7
	SR for Voice Ch.
	SRv
	kHz
	245
	140
	405
	67.5
	90
	120
	Eq. 35

	Spectrum Requirement

	1
	Spectrum Req./Network
	SR
	kHz
	510
	1750
	595
	648
	875
	1085
	Eq. 37, 38, 39   (*5)

	2
	Band Efficiency
	u
	number
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	Estimate

	3
	Total Spectrum Req./Network
	TSR
	kHz
	638
	2188
	744
	809
	1094
	1356
	Eq. 40

	4
	Number of Networks
	Nn
	-
	2
	2
	3
	3
	3
	3
	Estimate

	5
	Worldwide Demand
	WSR
	kHz
	1275
	4375
	2231
	2428
	3281
	4069
	Eq. 41


NOTES to the Table 6-3: The following factors have been considered in choosing values for input parameters shown in the above table

(*1) Reference year's PIAC is assumed based on the value for Asia Pacific area in 2008.

(*2) Yearly growth rate is an estimated value and need to be chosen by current forecast in actual application.

(*3) The rule of square root is assumed to estimate PIAC value for each network sharing same airspace equally. 

(*4) Unit data traffics and unit voice traffics are estimated based on the operational data in the MTSAT and Inmarsat in Japan.

(*5) In the case of cluster beams, total spectrum requirement per network does not correspond to the number of beams but to cluster size.
[Editor's Note: Need clarification if WSR is global world-wide or only Asia-Pacific]
[Editor's Comments: It seems that the spectrum is not shared between satellite networks. The WSR is a multiple of the number of networks. We need some clarifications because some beams of one network could reuse frequencies with an adjacent network.]
6.1.3
South American System: Brazil Study

6.1.3.1
Assumptions on the satellite coverage
All the airspace managed by the Brazilian Air Traffic Control is considered (Figure 6-8). The green lines show this airspace separated by sectors. The blue lines show the airspace under Brazilian responsibility separated by Communication Centres. 

Figure 6-8

Area under the Brazilian Air Traffic Control Management

[image: image13.jpg]



6.1.3.2
Assumptions on the Satellite Telecommunication Chain

A single satellite spot covering the entire airspace is considered and the system parameters are given in Table 6-4.
table 6-4
AMSS system assumptions
	System Parameter
	Values
	Comment

	AMSS
	ICAO GEO AMS(R)S
	INMARSAT / MTSAT Classic Aero.

	Satellite Spot
	Regional
	Can be improved further according to frequency re-use constraints.

	Frequency Re-use
	None
	Frequency reuse not taken into account in spectrum estimate.

	Signaling Overhead
	25 %
	Overhead to take into account the additional data rate due to signaling.

	Communication channels 
	Data: P, R, T
Voice: C
	INMARSAT / MTSAT Classic Aero.

	Supported Data Rates
	Data: 600bps, 1200bps, 2400bps, 10500bps

Voice: C 8400bps
	INMARSAT / MTSAT Classic Aero.



	Max channel load
	P: 95%, R: 15%, T: 60%
	

	Return traffic Share repartition
	R: 5%, T: 95 %
	

	Channels repartition in the system
	Equal repartition of all channels rates.
	

	Channel spacing
	As per ICAO AMSS Technical Manual.
	


[Editor's Note: Parameters are not explicitly identified]
6.1.4
Middle-East/Africa System: Egypt Study

[Editor's Note: The spectrum calculations and table provided in Document 4C/215 are given in Section 7.4]

[Editor's Note:

Editor’s Note: It should be noted that the requirements described in this study are based on current assumptions for the NAVISAT design and associated services. NAVISAT is currently conducting a reassessment of the services, capacity needs and system design for providing AMS(R)S in accordance with the evolving needs for aviation safety in the Africa and Middle East region. On the 
basis of these new data, this study on AMS(R)S spectrum requirements for the Africa and Middle East region will be updated at the next WP4C meeting (March 2010). Although the spectrum estimates summarised hereunder are provisional, the results are expected to remain in the same order of magnitude and represent a realistic basis for discussion.
]
[Editor's Note: require further work below]
NAVISAT is a satellite aeronautical communications and navigation system planned to cover Africa and Middle East region.
Technical requirements & considerations:

Service coverage: Middle East and Africa.
The NAVISAT system shall implement priority and pre-emption mechanisms for Safety-Critical Services, according to the Safety Priority Levels defined by ICAO.

When a voice call request can be served by several types of Voice Channel according to aeronautical earth station (AES) capabilities, and availability of resources (modem, voice codec and frequencies), lowest bit rate shall be chosen first.

Call blocking probability from (0.1%) up to (1%) according to the type of service. 

Data channel rates are 0.6, 10.5, 21 or 64 kbit/s according to the destination terminal on the plane.
Number of planes in the authorization table is 2000 and the number that may logged on simultaneously is up to 500.

The system shall be able to handle a voice call rate of 500 calls per hour 
NAVISAT will also broadcast Navigation Signals in bands allocated to RNSS in order to enhance performances of RNSS constellations.

The aeronautical mobile satellite (Route) service (AMS(R)S) will be within the bands 1 545‑1 555 MHz and 1 646.5-1 656.5 MHz, in accordance with footnote 5.357A. The current design includes a global beam and eight spot beams. The band is channelled with a channel width of 500 KHz. This design may evolve as a result of the studies currently conducted by NAVISAT.

Two satellites are used to guarantee a hot –redundancy of space segment. Therefore, the system will be highly available.

6.1.4.1
Assumptions on the satellite coverage

[Editor's Note: Not described in the Document 4C/215]
6.1.4.2
Assumptions on the Satellite Telecommunication Chain

[Editor's Note: Not described in the Document 4C/215]
6.1.5
Oceanic Satellite System: UAE Study
6.1.5.1
Assumptions on the satellite coverage

Using the Inmarsat 3 design, the traffic allocated to the global beam, (i.e. traffic that cannot be allocated to spot beams), in each ocean region is equal to the traffic allocated to each spot beam. Thus each AMSS satellite has 5 spot beams and a global beam each of the same bandwidth and the overall frequency re-use factor of an isolated satellite is (6/4=) 1.5. 

The Inmarsat 3 five ocean satellite network carries the traffic. (The Inmarsat 3 satellite network will be replaced in about the year 2008 and by year 2025 the spectral efficiency of the satellite network in use will be much higher. However, for the purposes of a pessimistic calculation the Inmarsat 3 satellites are assumed.)

6.1.5.2
Assumptions on the Satellite Telecommunication Chain

Table: 6-5

The value of parameters defined in Recommendation ITU-R M.1391

	
	Parameter
	Data
	Voice

	
	2025 Peak Instantaneous Aircraft Count
	31,950
	31,950

	ki
	User data rate per aircraft in busy hour - bits per hour
	1.253
	

	Ti
	Data traffic in the busy hour - kbs
	11.12
	

	Vt
	Voice traffic per hour/aircraft - Erlangs
	
	0.00587

	bi
	Number of beams
	30
	30

	di
	Channel transmitted data rate - kbs
	10.5
	

	ei
	Channel bandwidth efficiency - bps/Hz
	0.25
	

	ui
	Channel utilisation
	0.148
	0.625

	Ci
	Capacity per carrier - kbs
	0.37
	

	ni
	Number of carriers/beam
	1†
	10

	Wi
	Carrier bandwidth - kHz
	10
	10

	Ri
	Frequency reuse factor
	2.14
	3.75

	Fi
	Spectrum required - MHz
	0.28
	0.80




NOTE – 
† There is a second R Channel of 10 kHz bandwidth in each beam that carries minimal traffic

[Editor's Note: Parameters are not explicitly identified]
6.1.6
World-Wide studies
6.1.6.1
ESA Study
6.1.6.1.1
Assumptions on the satellite coverage

The Airspace regions are shown in Fig. 6-9 below. This overall airspace incorporates most of ITU Region 1 and also parts of Region 2 and 3. For simplicity we call it “Global Airspace” and a-priori it is not meant to be world-wide. 

However, because the European region is the most demanding in term of air traffic as we will see later from the ESA study results in section 7, the overall spectrum requirements results can be considered to be the most demanding even at world-wide level. 

Figure 6-9

Global Airspace Region
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We now talk about how the various airspace regions in Fig. 6-9 may be covered by satellite beams, for which then we make some scenarios of satellite coverage reuse patterns or beams to determine the overall spectrum estimation. 

The scenarios below are “hypothetical” and will depend strongly on the implementation of regional, or global satellite systems providing AMS(R)S. No assumption is made on the orbital position of the satellite, so this analysis is valid for one or more satellite systems.

Fig. 6-10 below shows how the 9 Regional Areas could be covered by 9 different regional satellite beams, with each one possibly covered with a set of smaller spot beams (e.g. in  section 6.1.1 we have assumed 6 spot beams for the European beam). So in such case the analysis will concentrate in the reuse between these larger regional areas. 

For the beam pattern in Fig. 6-10 we have considered a beam frequency reuse scenario given in Fig. 6-11; for simplicity we have given the same colour for the beams which could reuse the same frequencies. Here we have identified 4 possible colours. We have not found a better way to colour the beams, thus this will provide the minimum spectrum requirement for the global region with this 9 airspace regions coverage. Of course the real situation will be different and will depend on the airspace divisions and beams covering them.
ESA study has also considered the case of a single beam coverage and also the case of 18 airspace areas covered by 18 small satellite beams. This latter case is shown in Fig. 6-12 and Fig. 6-13.

6.1.6.1.2
Assumptions on the Satellite Telecommunication Chain

The same assumptions and parameters for the calculations of spectrum as in section 6.1.1 are used. What changes is the beam patterns and their reuse.
Figure 6-10

Regional Satellite Beams covering the 9 Airspace Regions
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Figure 6-11
Beams Reuse Scheme for the 9 Airspace Areas
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Figure 6-12

Regional Satellite Beams covering the 18 Airspace Regions

[image: image17.emf]
Figure 6-13

Beams Reuse Scheme for the 18 Airspace Areas
[image: image18.emf] 
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7
Calculation of Estimation of Spectrum Requirements

7.1
Europe

7.1.1
Case 1: ESA Study
In this case, spectrum is estimated using system described in section 6.1.1 and methods described in section 5.1.1 and 5.2.1.

7.1.1.1
Estimation of the Information Volume over the European Airspace

The underlying assumptions for the European airspace region are:

–
Year 2025;

–
European Region subdivided into S cells of 1( x 1(;

–
Satellite data services from COCR V2;

–
COCR V2 flight domains ENR, TMA and ORP;

–
Busiest day of the year (31 August);

–
Eurocontrol’s European medium growth traffic;

–
Instrumental Flight Routes between 12:00 and 18:00 UTC.

It should be noted that these requirements are fully independent from the characteristics of the satellite communication technology.

Then the study also takes into account potential queuing delays effects in the data network. These were based on the delay/latency requirements of the different COCR V2 services (ATS and AOC) and the affordable queuing delay by these services, and were based on averaging the information volume generated at each time step. This was performed separately for ATS and AOC services and simply averaging the RIVs over the last 3s and over the last 18s respectively. This operation resulted in reducing the RIV peaks which will be present if no queuing is taking into account.

As described in section 6.1.1, the European Air Space has been divided into 6 sub-airspace j.

The estimated instantaneous aircraft count in year 2025 for those sub-airspaces is given in the figure below in Fig. 7.1.

For the estimation of spectrum, we do not use the RIV as such, instead we extract values that are useful for the calculation of the spectrum requirements. The most important one is the maximum value of the RIV, which we have called the Maximum Information Volume (MIV), however we will see below that using this value for all the beams may overestimate the spectrum requirement unnecessarily and we will use instead a statistical value (called RIV99%) as we will define below.
Figure 7.1

Instantaneous aircraft count for each European sub-airspace
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What we have proposed is in Table 7-1 below, which reports three columns for each airspace j. These are: 

a)
The first column named “case 1”, provides the values of the MIVs for each sub-airspace j. This of course is the worst case because we take all the MIV(j) to derive the spectrum requirements. However this is not realistic because the likelihood that peaks happen all at the same time in all the each sub-airspace is extremely unlikely and thus it may overestimate the spectrum requirements.

b)
The second column named “case 2”, provides instead the RIV99% (j) of each beam and we believe that these are more representative of the overall traffic demand than the MIVs. This is mainly because it accounts of the fact that the simulation is providing isolated traffic peaks MIVs which may not represent actual peaks in the traffic demand, thus the RIV99% (j) is more appropriate. The plots in Figures 6a and 6b shows also the MIV and RIV99% for the Southern European Airspace area.

c)
The last column named “case 3”, provides instead the case when we consider the MIV of the airspace j with the highest traffic, i.e. Europe at time T0 , while for all other airspaces we use the actual value of the RIV(T0, j). This of course may not provide a good case for estimating the spectrum requirement, because the RIV(T0, j) values obtained here represent only one simulated instance, and thus these cannot be used for spectrum estimation. 

Of the three cases explained above we will use below the case 2 using RIV99% values for the estimation of spectrum demand for AMS(R)S.

Comments on the results of this table:

i)
The European sub-airspace with the highest generated information volume is the “Southern European” airspace, with (in the forward link) an MIV equal to 1.547 Mbits in 1s (see Fig. 6a), this is because it is the area with the highest air traffic flow.

ii)
The next two highest are the northern areas of “North Europe” and the “East Atlantic”.

The other southern European areas are very light in information volume generated. This is as expected from existing air traffic patterns as shown in Fig. 7.1 above.
Table 7-1A

Results for Forward-Link

	Airspace (j)
	(Case 1)

MIVFL(j)

(Mbits in 1s)
	(Case 2)

RIV99%,FL (j)

(Mbits in 1s)
	(Case 3)

MIVFL(Europe) 

& RIVFL(i = others)

(Mbits in 1s)

	South Europe
	1.547
	1.362
	1.547

	East Atlantic
	0.782
	0.685
	0.564

	North Europe
	0.759
	0.678
	0.513

	NE Europe
	0.445
	0.381
	0.194

	SE Europe
	0.368
	0.319
	0.284

	SW Europe
	0.329
	0.281
	0.179


Table 7-1B

Results for Return-Link

	Airspace (j)
	(Case 1)

MIVRL(j)

(Mbits in 1s)
	(Case 2)

RIV99%,RL (j)

(Mbits in 1s)
	(Case 3)

MIVRL(Europe) 

& RIVRL(i = others)

(Mbits in 1s)

	South Europe
	0.381
	0.344
	0.381

	East Atlantic
	0.187
	0.164
	0.126

	North Europe
	0.204
	0.172
	0.111

	NE Europe
	0.095
	0.075
	0.046

	SE Europe
	0.093
	0.073
	0.056

	SW Europe
	0.088
	0.068
	0.037


Figure 7.2A

Forward-Link Total RIV for the 6 European Airspace areas
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Figure 7.2B

Return-Link Total RIV for the 6 European Airspace 
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7.1.1.2
Calculation of the Spectrum Requirement

7.1.1.2.1
Spectrum Requirements per Beam

Table 7-2 and 7-3 presents the results for the spectrum requirements calculated using the methodology described in section 5.1.1. where the beam by beam spectrum requirements can be expressed as:

SR(j)= RIV(j)

7.1.1.2.2
Spectrum Requirements per European Region

We now apply the frequency reuse assumptions as we have provided above in section 6.1.1, with:

Reuse option 1: Total Spectrum Requirement (TSR) for Europe

TSR1 = SR(1) + SR(3) + max (SR(2),SR(6)) + max (SR(4),SR(5))

Reuse option 2: Total Spectrum Requirement for Europe

TSR2 = SR(1) + SR(3) + max (SR(2),SR(4)) + max (SR(5),SR(6))

With these two frequency reuse options we have the following results (Table 7-4).
Table 7-2

Forward-Link spectrum requirements per beam

	Sub-Airspace Area
	case 1

SRFL(j)

(MHz)
	case 2

SRFL(j) 

(MHz)
	case 3

SRFL(j) 

(MHz)

	1 = S. Europe
	1.659
	1.461
	1.659

	2 = E. Atlantic
	0.839
	0.735
	0.605

	3 = N. Europe
	0.814
	0.727
	0.550

	4 = SE Europe
	0.477
	0.409
	0.208

	5 = NE Europe
	0.395
	0.342
	0.305

	6 = SW Europe
	0.353
	0.301
	0.192


Table 7.3

Return Link spectrum requirements per beam

	Sub-Airspace Area
	case 1

SRRL(j)

(MHz)
	case 2

SRRL(j) 

(MHz)
	case 3

SRRL(j) 

(MHz)

	1 = S. Europe
	0.681
	0.615
	0.681

	2 = E. Atlantic
	0.334
	0.294
	0.225

	3 = N. Europe
	0.365
	0.308
	0.198

	4 = SE Europe
	0.170
	0.134
	0.082

	5 = NE Europe
	0.166
	0.130
	0.099

	6 = SW Europe
	0.157
	0.122
	0.065


Table 7.4A

Forward-Link Total Spectrum Requirements in Europe

	
	(case 1)

TSRFL
(MHz)
	(case 2)

TSRFL
(MHz)
	(case 3)

TSRFL
(MHz)

	reuse option 1
	3.8
	3.3
	3.0

	reuse option 2
	3.7
	3.3
	3.1

	no reuse
	4.5
	4.0
	3.5


Table 7.4B

Return-Link Total Spectrum Requirements in Europe

	
	(case 1)

TSRRL
(MHz)


	(case 2)

TSRRL
(MHz)
	(case 3)

TSRRL
(MHz)

	reuse option 1
	1.5
	1.3
	1.2

	reuse option 2
	1.6
	1.4
	1.2

	no reuse
	1.9
	1.6
	1.4


7.1.1.3
Spectrum Estimation Results

When we analyse the three cases above, we believe that the 99% of the individual beam RIVs (i.e. RIV99%(j)) is the most appropriate to use as an estimation of spectrum for AMS(R)S, because:

–
the case 1 (where we use only the MIV of each beam) is just a worst case scenario which will never happen; and, 

–
the case 3 is simulation dependant and may not be appropriate for the estimation. 

Hence using the RIV99% values, the European estimated spectrum requirements:

–
for the forward-link (1.5 GHz) are in the range between 3.3 MHz (with spot beam frequency reuse) and 4.0 MHz (without spot beam frequency reuse);

–
for the return-link (1.6 GHz) in the range between 1.3 MHz (with spot beam reuse) and 1.6 MHz (without spot beam reuse);
7.1.1.4
Other Results

7.1.1.4.1
Spot Beam Efficiency

If we look at the input and the output of the process described above we can determine the specific satellite system spectrum efficiency, i.e. in the case of spot beam frequency reuse:

Forward-Link:

–
With reuse

FL = (total spectrum required) / (total information volume generated)

= 3.3 MHz / 3.72 Mbits in 1s

FL = 0.89 Hz per bit


This represents the forward-link spectrum efficiency of the overall satellite system used.

–
Without reuse


In the case of no frequency reuse the efficiency is FL = 1.1 Hz per bit.

Return-Link:

–
With reuse

RL = 1.3 MHz / 0.90 Mbits in 1s

RL = 1.45 Hz per bit

–
Without reuse


In the case of no frequency reuse the efficiency is RL = 1.79 Hz per bit.

7.1.1.4.2
Efficiency Between Spot Beams and 1 Single Beam

When comparing the ESA satellite system with 6 beams and one with just one single beam we can also calculate the gain in efficiency in spectrum utilisation, i.e.:

 = BW with 6 beams / BW with 1 single beam

The bandwidth with one single European beam would be:

BWFL = FLFLFLRIV99%, FL (Europe)

BWRL =RLRLRLRIV99%, RL (Europe)

We use the factors () introduced in section 3 above. Then with:

RIV99%, FL (Europe) = 3.28 Mbits per 1s

RIV99%, RL (Europe) = 0.76 Mbits per 1s

we get that a single European beam will require:

BWFL = 3.52 MHz     and    BWRL = 1.35 MHz

From this we can calculate the efficiency , i.e.: 

–
Forward-Link

FL = BW with 6 beams / BW with 1 single beam

= 3.3 MHz / 3.52 MHz =

= 0.93

–
Return-Link

RL = BW with 6 beams / BW with 1 single beam

=  1.347 MHz / 1.350 MHz =

= 0.997

We will use these efficiencies in the section 7.5.3 below  where the global spectrum requirements has been derived. 

7.1.1.4.3
Analysis of Aviation Operational Control (AOC) Services in the Forward-Link

COCR V2 states that (pg. 38): “AOC services are concerned with the safety and regulatory of flight and as such are defined in Annex 10 of the ICAO Convention.”

The COCR assumes that by year 2025 most ATS and AOC services will be data communication based, with very little voice. A list of such services is given in COCR V2 section 2.3.2.

Most of the services for ATS and AOC have a point-to-point nature and a few AOC messages have potential to be implemented in a point-to-multipoint manner if several aircraft may use exactly the same information from the same source. As of today the use of point-to-multipoint services has not been promoted by aviation because they have in mind the terrestrial communication systems where the coverage of one base station is limited to a few aircraft. This is of course not the case with satellite where the coverage of one satellite beam may cover hundreds or even thousands of aircraft at one go.

Hence in such a case and only for the forward-link case, if the largest AOC services in terms of generated information volume can benefit from a point-to-multipoint implementation, a saving factor on the RIV and MIV can be expected. We also note that only a few AOC services could potentially have a point-to-multipoint implementation.

ESA has performed some heuristic calculations on the most demanding services for AOC in the forward-link and these show that a gain up to 70-75% of the information volume can be expected (both RIV and MIV). However such calculation is subject to the meaningfulness of the modification of the provision of such service, which can only be expressed and confirmed only by the aviation industry as it impacts the service provision and their operations.

Accordingly to the RIV and MIV reduction, a bandwidth saving of the same order of magnitude would therefore be expected. This means that if the spectrum requirements calculated in Section 3 above for Europe requires 3.3 MHz in the forward link (about 2.8 MHz due to AOC and 0.5 MHz due to ATS) then with the potential amelioration described here, i.e. reduction of 75% in AOC requirements from 2.8 MHz to about 1.6 MHz, will give rise to a forward link total spectrum requirement of about 2.1 MHz. Also the upper bound of 4.0 MHz will reduce to 2.5 MHz.
7.1.1.4.4
Conclusions
For Europe the spectrum requirement can be summarises as:

With such assumptions the results are that in the AMS(R)S spectrum needs in 2025 are:

–
For the forward-link (1 545-1 555 MHz) about 3.3 MHz (4.0 MHz with no frequency reuse). If AOC messages can be transmitted in multicast mode this can be reduced to 2.1 MHz (2.5 MHz with no frequency reuse), but would require studies to ensure that it is possible to implement a system that uses this mode of transmissions;

–
For the return link (1 646.5-1 656.5 MHz) are between 1.3 MHz (1.6 MHz with no frequency reuse). 

7.1.2
Case 2: UK
7.1.2.1
Calculation based on the simulation approach
The calculation of the aviation communication requirements has been conducted on the basis of the ESA proposed satellite solution in Case 1 (Section 7.1.2), i.e. the requirements have been determined for each of the six beams in the ESA system.  The requirements are summarised in Table 7-5 below.  [Editor's Note: these should be revised to reflect those in Table 7-1.]
Table 7-5
ESA simulation results for European 6 sub-airspace areas

	Airspace ( i)
	(Case 1)

MIV(i)

(Mbits in 1s)
	(Case 2)

99 percentile 

of the RIV( i)

(Mbits in 1s)
	(Case 3)

V(S. Europe) = MIV(S. Europe)

(Mbits in 1s)

	South Europe
	1.547
	1.362
	1.547

	East Atlantic
	0.782
	0.685
	0.564

	North Europe
	0.759
	0.678
	0.513


	NE Europe
	0.445
	0.381
	0.194

	SE Europe
	0.368
	0.319
	0.284

	SW Europe
	0.329
	0.281
	0.179


The Inmarsat system uses smaller spot beams than the ESA proposed system.  Hence it is necessary to transpose the information volume results above to the Inmarsat system.  It is notable that the requirements for the South Europe airspace are significantly greater than the other airspaces.  It is therefore considered that this airspace will be the driver for the overall spectrum requirements.

Figure 5 shows the Inmarsat spot beams with the outline of the ESA defined South European airspace coverage area overlaid.  There are three beams which are predominantly with the South European sub-airspace and several other beams which partly overlap the region.  Considering four-colour reuse, it is considered that the requirements for the South European sub-airspace could effectively be accommodated in a single four-beam cluster and that the requirements for the other sub-airspace regions would be accommodated through re-use of the same frequencies.  Consequently, the spectrum requirements only for the South European sub-airspace need to be determined.

Figure 7.3

Inmarsat spot beams and the South European sub-airspace region.
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With this simplification, the spectrum requirements for the Inmarsat solution is given by


SR =  (((MIV(South European) 

Using the numbers above, SR is thus 1.39 × 0.93 × 1.19 × 1.547 = 2.4 MHz.  
[Editor's Note: If you revised the MIV numbers you get: 1.39 (0.93(1.19(1.659 = 2.6 MHz]
7.1.2.2
Calculation based on the PIAC approach 

For this calculation, the PIAC approach was used.  The Inmarsat analysis used a PIAC of 8500 aircraft in 2025, however it is possible to adjust the number of aircraft in flight at any time to 5666 to approximate to the ESA simulation results, and the flight durations such that the typical traffic loading during the busy period is 3.7 Mbit/s, to approximate to the aggregate traffic indicated by the ESA simulation results (Case 2).  The corresponding return ATM and AOC traffic as indicated by COCR is 383 kbit/s for this scenario.

An alternative approach has been undertaken, which indicates that the aircraft densities might not be as uniform as suggested by the simulation results in the ESA paper
.  A set of revised aircraft density distributions across the Inmarsat-4 spot beams are:

–
30% in two beams

–
70% in seven beams

–
95% in twelve beams

Tables 7.5 and 7.6 show the results using the , and values calculated above, and the spectrum requirements derived taking into account the number of physical bearers per beam.  

Table 7.5

Summary of assumptions for PIAC simulation results for European airspace 

	Source of flight movement data

Describe the source of the flight movement data
	The methodology considers the potential loading in each of the Inmarsat spot beams, based upon aircraft flight database analysis undertaken within a European Commission project to assess a global satellite-based system (“Anastasia”). EC project AIP4-CT-2005-516128.  Document reference D4.2.3.1. 

	Reference year(s)
	2025

	Assumed flight movement growth rate
	Not applicable

	Source of flight communications requirements 
	COCR V2

	Satellite/terrestrial partitioning. Description for information
	It is assumed that all traffic in the ENR, TMA and ORP flight domains is carried by satellite.  All traffic in other domains are effectively assumed to be carried by terrestrial means only.

	Modelling of prioritization (e.g. queueing)
	Prioritization cannot be modelled directly using the PIAC approach, however the traffic peaks are accommodate by taking an average bearer capacity of 90% of the peak, included in the α factor, and by adding 0.6 bearers to the calculated number of bearers.

	System description including assumption on AES data rate 
	System specific assumptions are based on the Inmarsat system described above

	Airspace used in calculation
	European airspace

	Establish whether MIV calculation is done separately or combined for point-to-point versus broadcast mode 
	Only point-to-point mode considered in this section

	Forward link MIV
	3.7 Mbit/s 

	Return link MIV
	0.383 Mbit/s 

	Number of aircraft contributing to the MIV
	5666 maximum instantaneous aircraft in the European airspace


The spectrum requirements are given in Table 7-6.

Table 7.6

Spectrum requirements for baseline scenario (PIAC approach) 

	Forward link requirement (using , and 
	Return link requirement (using , and 
	Bandwidth requirement including 0.6 bearer margin + quantisation (max (forward or return))

	2.726 MHz
	0.235 MHz
	2.9 MHz


[Editor's Note: The title states that these were derived with the PIAC approach, but the column title say that they were derived with the  approach. Need some checking.]
7.1.2.3
Enhanced traffic and system assumptions

Using the results from the PIAC calculation above as a baseline, the impact of certain variations in the assumptions has been assessed.  In particular:

a)
the impact of carrying certain aviation communication requirements in point-to-multipoint mode has been assessed,

b)
some of the AMS(R)S traffic currently assumed to the carried on the satellite system is carried by a terrestrial network, and

c)
the impact of potential improvements in AESs is considered.

For the first item, It is noted that the MIV and RIV calculations have been based on the assumption that all traffic is carried in a point-to-point mode and none in a point-to-multipoint mode.  Some of the most bandwidth demanding communication requirements in the COCR could be carried in a point-to-multipoint mode which would lead to a significant reduction in the spectrum requirements.

An analysis has been performed of the COCR application traffic and has determined that a significant volume of traffic is associated with geographical weather information (WXGRAPH) or for distributions to populations of aircraft (SWLOAD and UPLIB).  If this information is delivered using a multicast technology, the impact on system performance is dramatic, as the offered traffic falls from 3.7 Mbit/s to 609 kbit/s.  Consequently the following bandwidth requirements results shown in Table 7.7:

Table 7.7

Spectrum requirements assuming point-to-multipoint capability 

	Forward link requirement (using , and 
	Return link requirement (using , and 
	Bandwidth requirement including 0.6 bearer margin + quantisation (max (forward or return))

	0.451 MHz
	0.235 MHz
	0.7 MHz


For the second item, it is noted that in the baseline assumption, all communication requirements in the airspace domains TMA, ENR and ORP are assumed to be carried by satellite.  In practice a terrestrial capability will exist in at least the TMA domains which could carry all or part of the communication requirements.  

For instance, if the satellite system carries all of the ENR and ORP traffic, but only 20% of the traffic in the TMA domains (it being assumed that terrestrial systems are functioning correctly in 80% of locations where terminal manoeuvring is taking place), then the following traffic requirements result as shown in Table 7.8. The assumptions for point-to-multipoint mode of transmission which are described above are included here too.  

Table 7.8

Spectrum requirements assuming more traffic is carried by terrestrial means only

	Forward link requirement (using , and 
	Return link requirement (using , and 
	Bandwidth requirement including 0.6 bearer margin + quantisation (max (forward or return))

	0.317 MHz
	0.172 MHz
	0.5 MHz


For the third enhancement, the analysis assumes that 70% of aircraft are using IGA equivalent terminals (including three-antenna LGA+ configurations). Including the enhancements above for point-to-multipoint operation and for more traffic being carried by terrestrial only means, then the traffic requirements are as shown in Table 7.9.

Table 7.9

Spectrum requirements assuming enhanced aes capabilities

	Forward link requirement (using , and 
	Return link requirement (using , and 
	Bandwidth requirement including 0.6 bearer margin + quantisation (max (forward or return))

	0.191 MHz
	0.106 MHz
	0.4 MHz


7.1.2.4
Conclusion

A summary of the spectrum requirements for an Inmarsat based solution for European Airspace with the baseline and enhanced assumptions is shown in Table 7.10

Table 7.10

Summary of spectrum requirements for Inmarsat based solution for European airspace

	Point-to-multipoint
	More traffic by terrestrial only
	AES enhancements
	Forward Link requirements (MHz)
	Return Link requirements (MHz)
	Bandwidth requirement including 0.6 bearer margin + quantisation (max (forward or return)) (MHz)

	N
	N
	N
	2.726
	0.235
	2.9 (FL) / not done (RL) 

	N
	N
	N
	
	
	3.7(FL) / 0.383 (RL)

(with PIAC)

	Y
	N
	N
	0.451
	0.235
	0.7 (FL)

	Y
	Y
	N
	0.317
	0.172
	0.5 (FL)

	Y
	Y
	Y
	0.191
	0.106
	0.4 (FL)


7.2
Asia-Pacific: Japan Study 

The following table is the results of the study in section 6.1.2.2 Table 6-3 for the estimation of the required spectrum for AMS(R)S using the methodology in section 5.2.2 and the PIAC approach.

Table 7.11

Spectrum Requirements for the Asia-Pacific Airspace

	Network Type
	SR per network

(kHz)
	No Networks
	Total SR (WSR)

(kHz)

	global beam (case 1a)
	638
	2
	1275

	spot beam (case 1b)
	2188
	2
	4375

	global beam (case 2)
	744
	3
	2231

	beam cluster (case 3)
	809
	3
	2428

	beam cluster (case 4)
	1094
	3
	3281

	beam cluster (case 5)
	1356
	3
	4069


[Editor's Note: Need clarification if WSR is world-wide or only Asia-Pacific]
7.3
South American System

7.3.1
Information Volume per flight

7.3.1.1
Airspace domains of flight

Airspace domains of flight for satellite are ENR and ORP where sectors AO-01 and AO-02 are considered ORP in the present estimation.
7.3.1.2
Type of services
a)
ATS data services group selected

The ATS data services selected from the COCR v2 tables are listed below.

Table 7.12

ATS data services group

	ATS Services
	Phase 2 Type I
	Phase 2 Type II
	Satellite Utilization

	
	
	
	En Route

	ATC Communication Management
	ACM
	X
	X
	100%

	Automatic Execute
	A-EXEC
	-
	X
	20%

	Data Link Alert
	D-ALERT
	X
	X
	100%

	Data Link Automatic Terminal Information Service
	D-ATIS Arrival
	X
	X
	100%

	
	D-ATIS Departure
	X
	X
	100%

	Data Link Flight Update
	D-FLUP
	X
	X
	100%

	Data Link Logon
	DLL
	X
	X
	100%

	Data Link Operational En Route Information Service
	D-ORIS
	X
	X
	100%

	Data Link Significant Meteorological Information
	D-SIGMET
	X
	X
	100%

	Dynamic Route Availability
	DYNAV
	-
	X
	20%

	Flight Plan Consistency
	FLIPCY
	X
	-
	80%

	Flight Path Intent
	FLIPINT
	X
	X
	100%

	Pilot Preferences Downlink
	PPD
	X
	X
	100%

	System Access Parameters
	SAP Contract
	X
	-
	80%

	
	SAP Report
	X
	-
	80%

	Air Traffic Control Surveillance
	SURV
	X
	X
	100%

	Urgent Contact
	URCO
	-
	X
	20%

	
	NETCONN
	X
	X
	100%

	
	NETKEEP
	X
	X
	100%


b)
AOC services group associated
Table 7.13

AOC services group

	AOC Services
	Satellite Utilization
	

	
	En Route
	

	AOCDLL
	100%
	

	ENGINE
	100%
	

	FLTPLAN
	100%
	

	FLTSTAT
	100%
	

	FREETEXT
	100%
	

	FUEL
	100%
	

	GATES
	100%
	

	LOADSHT
	100%
	

	MAINTPR
	100%
	

	MAINTRT
	100%
	

	NOTAM
	100%
	

	POSRPT
	100%
	

	WXGRAPH
	100%
	Broadcast service only -  processed separately

	WXRT
	100%
	

	WXTEXT
	100%
	


c)
Voice services associated

The voice services have been estimated as per the following assumptions. 

Table 7.14

Voice service estimation

	
	ATS (Voice) MISSION
	
	

	
	
	
	

	
	Years
	2025
	

	
	AES (estimated for ORP only)
	34
	See Table [25]

	
	Blocking probability 
	0.1%
	

	
	
	
	

	(A)
	8.4k channels Spacing (KHz)
	7,5
	

	(B)
	Number of 8.4k channels
	6
	

	
	Bandwidth (kHz)
	45
	(A) x (B)


7.3.1.3
ATS Data Services Instances

Tables 7.15, 7.16 and 7.17 consider what are the services, when and how much time per flight domain they should be used.
Table 7.15

Service Instances (ATS & Network Management) - Phase 2 

	ATS Services
	En Route
	Oceanic/Remote

	
	
	

	ACM
	1 * sector
	1 * sector

	A-EXEC
	1 * ATSU
	0

	D-ALERT
	1 * aircraft * year
	1 * aircraft * year

	D-ATIS Arrival
	1 * domain for 30% of aircraft
	0

	D-ATIS Departure
	0
	0

	D-FLUP
	0
	0

	DLL
	1 * domain 30% of the time
	1 * domain 30% of the time

	D-ORIS
	1 * domain
	1 * domain

	D-SIGMET
	1 * domain 30% of the time
	1 * domain 30% of the time

	DYNAV
	1 * domain for 30% of aircraft
	1 * domain for 30% of aircraft

	FLIPCY
	1 * domain
	1 * domain

	FLIPINT
	1 * ATSU
	1 * ATSU

	PPD
	1 * domain
	1 * domain

	SAP Contract
	1 * ATSU
	0

	SAP Periodic
	1 * 10 seconds 30% of the time
	0

	SURV
	1 * 5 seconds
	1 * 5 seconds

	URCO
	1 * aircraft * year
	1 * aircraft * year

	NETCONN
	1 * domain
	1 * domain

	NETKEEP
	1 * 30 minute
	1 * 30 minute


Table 7.16

Number of Service Instances for Low Density airspace (ATS & Network) - 
Phase 2
	ATS Services
	En Route
	Oceanic/Remote

	
	
	

	ACM
	4
	4

	A-EXEC
	4
	0

	D-ALERT
	 -
	 -

	D-ATIS Arrival
	0,3
	0

	D-ATIS Departure
	0
	0

	D-FLUP
	0
	0

	DLL
	0,3
	0,3

	D-ORIS
	1
	1

	D-SIGMET
	0,3
	0,3

	DYNAV
	0,3
	0,3

	 FLIPCY 
	1
	1

	FLIPINT
	4
	2

	PPD
	1
	1

	SAP Contract
	4
	0

	SAP Periodic
	147,6
	0

	SURV
	984
	3060

	URCO
	 -
	 -

	NETCONN
	1
	1

	NETKEEP
	2,733333333
	8,5


	Table 7.17A

Message Quantities and Sizes
	
	Table 7.17B

Number of Total Transmitted

	(Bytes) per Instance (ATS & Network) - Phase 2
	
	Bytes per Service Instance (ATS & Network) - Phase 2

	ATS Services
	Uplink
	Downlink
	
	ATS Services
	Uplink
	Downlink

	ACM
	1 * 126
	1 * 88
	=>
	ACM
	126
	88

	A-EXEC
	1 * 600
	1 * 100
	=>
	A-EXEC
	600
	100

	D_ALERT
	1 * 88
	1 * 1000
	=>
	D_ALERT
	176
	2000

	D-ATIS (Arrival)
	5 * 100
	3 * 93
	=>
	D-ATIS (Arrival)
	500
	279

	D-ATIS (Departure)
	3 * 101
	2 * 96
	=>
	D-ATIS (Departure)
	303
	192

	D-FLUP
	5 * 190
	3 * 129
	=>
	D-FLUP
	950
	387

	DLL
	1 * 491
	1 * 222
	=>
	DLL
	491
	222

	D-ORIS
	9 * 478
	3 * 93
	=>
	D-ORIS
	4302
	279

	
D-SIGMET
	4 * 130
	3 * 129
	=>
	D-SIGMET
	520
	387

	DYNAV
	1 * 515
	1 * 82
	=>
	DYNAV
	515
	82

	FLIPCY
	1 * 105
	1 * 173
	=>
	FLIPCY
	105
	173

	FLIPINT
	1 * 143
	1 * 2763
	=>
	FLIPINT
	143
	2763

	PPD
	1 * 105
	1 *277
	=>
	PPD
	105
	277

	SAP Contract
	2 * 95
	2 * 100
	=>
	SAP Contract
	190
	200

	SAP Report
	0 * 0
	1 * 107
	=>
	SAP Report
	0
	107

	SURV (ATC)
	1 * 34
	
	=>
	34
	0

	URCO
	1 * 98
	1 * 82
	=>
	URCO
	98
	82

	NETCONN
	2 * 154
	2 * 148
	=>
	NETCONN
	308
	296

	NETKEEP
	1 * 93
	1 * 93
	=>
	NETKEEP
	93
	93


From COCR v2 document, Table 7.18 shows the flight duration and sectors/ATSUs traversed:
Table 7.18

Flight Durations (s) and Sectors/ATSUs Traversed - Phase 2

	Type
	Density
	En Route
	Oceanic/Remote

	Domain flight time
	LD
	4920
	15300

	# Sectors / positions traversed per flight
	LD
	4
	4

	# ATSUs crossed per flight
	ALL
	4
	2

	Sectors / positions flight time
	LD
	1230
	3825


Then, combining Tables 7.14, 7.15, 7.16, 7.17 and 7.18, the ATS throughput for uplink and downlink are shown in the following Tables 7.19 and 7.20:

Table 7.19
ATS throughput for Uplink (Forward Link) in Low Density Airspace (ATS & Network) - Phase 2
	
	Number of Transmitted Bytes per Service per Flight 
	Throughput (Bytes/s) 

	ATS Services
	En Route
	Oceanic / Remote
	En Route
	Oceanic / Remote

	ACM
	504
	504
	0,102439024
	0,032941176

	A-EXEC
	480
	0
	0,024390244
	0

	D_ALERT
	0
	0
	0
	0

	D-ATIS (Arrival)
	150
	0
	0,030487805
	0

	D-ATIS (Departure)
	0
	0
	0
	0

	D-FLUP
	0
	0
	0
	0

	DLL
	147,3
	147,3
	0,029939024
	0,009627451

	D-ORIS
	4302
	4302
	0,874390244
	0,281176471

	D-SIGMET
	156
	156
	0,031707317
	0,010196078

	DYNAV
	30,9
	30,9
	0,006280488
	0,002019608

	FLIPCY
	84
	84
	0,017073171
	0,005490196

	FLIPINT
	572
	286
	0,116260163
	0,01869281

	PPD
	105
	105
	0,021341463
	0,006862745

	SAP Contract
	608
	0
	0,123577236
	0

	SAP Report
	0
	0
	0
	0

	SURV (ATC)
	33456
	104040
	6,8
	6,8

	URCO
	0
	0
	0
	0

	NETCONN
	308
	308
	0,062601626
	0,020130719

	NETKEEP
	254,2
	790,5
	0,051666667
	0,051666667

	TOTAL
	41157,4
	110753,7
	8,365325203
	7,238803922


Table 7.20

ATS throughput for Downlink (Return Link) in Low Density Airspace (ATS & Network) - Phase 2
	
	Number of Transmitted Bytes per Service per Flight 
	Throughput (Bytes/s) 

	ATS Services
	En Route
	Oceanic / Remote
	En Route
	Oceanic / Remote

	ACM
	352
	352
	0,071544715
	0,023006536

	A-EXEC
	80
	0
	0,004065041
	0

	D_ALERT
	0
	0
	0
	0

	D-ATIS (Arrival)
	83,7
	0
	0,017012195
	0

	D-ATIS (Departure)
	0
	0
	0
	0

	D-FLUP
	0
	0
	0
	0

	DLL
	66,6
	66,6
	0,013536585
	0,004352941

	D-ORIS
	279
	279
	0,056707317
	0,018235294

	D-SIGMET
	116,1
	116,1
	0,023597561
	0,007588235

	DYNAV
	4,92
	4,92
	0,001
	0,000321569

	FLIPCY
	138,4
	138,4
	0,028130081
	0,009045752

	FLIPINT
	11052
	5526
	2,246341463
	0,361176471

	PPD
	277
	277
	0,056300813
	0,018104575

	SAP Contract
	640
	0
	0,130081301
	0

	SAP Report
	12634,56
	0
	2,568
	0

	SURV (ATC)
	0
	0
	0
	0

	URCO
	0
	0
	0
	0

	NETCONN
	296
	296
	0,060162602
	0,019346405

	NETKEEP
	254,2
	790,5
	0,051666667
	0,051666667

	TOTAL
	26274,48
	7846,52
	5,340341463
	0,512844444


7.3.1.4
AOC Data Services Instances

As per Tables 7.21, 7.22, 7.23 and 7.24.:
Table 7.21
Service Instances (AOC) - Phase 2
	AOC Services
	En Route
	Oceanic/Remote

	AOCDLL
	0
	1 * domain

	ENGINE
	1 * domain
	0

	FLTPLAN
	1 * domain
	1 * domain

	FLTSTAT
	1 * domain
	1 * domain

	FREETEXT
	2 * domain
	2 * domain

	FUEL
	2 * domain
	2 * domain

	GATES
	1
	0

	LOADSHT
	0
	0

	MAINTPR
	1 * domain for 5% of flights
	1 * domain for 5% of flights

	MAINTRT
	2 * domain
	2 * domain

	NOTAM
	2 * domain
	2 * domain

	POSRPT
	1 * 15 mins
	1 * 15 mins

	WXGRAPH
	1 * 20 mins
	1 * 40 mins

	WXRT
	Climb / descend (50% of the time): 1 * 60s Cruise (50% of the time): 1 * 3mins
	1 * 3mins

	WXTEXT
	2 * domain
	2 * domain


Table 7.22

Number of Service Instances for Low Density airspace (AOC) - Phase 2

	AOC Services
	En Route
	Oceanic/Remote

	AOCDLL
	0
	1

	ENGINE
	1
	0

	FLTPLAN
	1
	1

	FLTSTAT
	1
	1

	FREETEXT
	2
	2

	FUEL
	2
	2

	GATES
	1
	0

	LOADSHT
	0
	0

	MAINTPR
	1
	1

	MAINTRT
	2
	2

	NOTAM
	2
	2

	POSRPT
	5,466666667
	17

	WXGRAPH
	4,1
	6,375 

	WXRT
	54,66666667
	85

	WXTEXT
	2
	2


	Table 7.23
Message Quantities and sizes (bytes) per Instance (AOC) - Phase 2
	
	Table 7.24
Number of Total Transmitted Bytes per Service Instance (AOC) - Phase 2

	
	
	

	AOC Services
	Uplink
	Downlink
	
	AOC Services
	Uplink
	Downlink

	AOCDLL
	2 * 413
	2 * 148
	=>
	AOCDLL
	826
	296

	ENGINE
	2 * 88
	2 * 727
	=>
	ENGINE
	176
	1454

	FLTPLAN
	9 * 968
	9 * 92
	=>
	FLTPLAN
	8712
	828

	FLTSTAT
	0 * 0
	1 * 157
	=>
	FLTSTAT
	0
	157

	FREETEXT
	1 * 377
	1 * 377
	=>
	FREETEXT
	377
	377

	FUEL
	0 * 0 
	3 * 127
	=>
	FUEL
	0
	381

	GATES
	1 * 589
	0 * 0
	=>
	GATES
	589
	0

	LOADSHT
	2 * 913
	2 * 93
	=>
	LOADSHT
	1826
	186

	MAINTPR
	4 * 233
	4 * 233
	=>
	MAINTPR
	932
	932

	MAINTRT
	5 * 88
	5 * 127
	=>
	MAINTRT
	440
	635

	NOTAM
	4 * 287
	2 * 134
	=>
	NOTAM
	1148
	268

	POSRPT
	1 * 88
	1 * 338
	=>
	POSRPT
	88
	338

	WXGRAPH
	6 * 21077
	6 * 93
	=>
	WXGRAPH
	0 (*)
	0(*)

	WXRT
	0 * 0
	1 * 103
	=>
	WXRT
	0
	103

	WXTEXT
	5 * 680
	2 * 103
	=>
	WXTEXT
	3400
	206

	
	
	(*) Set to zero as per AOC Data Services assumptions on Table 1.




Then, combining Tables 7.13, 7.18, 7.21, 7.22, 7.23 and 7.24, the AOC throughput for uplink and downlink are calculated in the following Tables 7.25 and 7.26:

Table 7.25

AOC throughput for Uplink (Forward Link) in Low Density Airspace - Phase 2

	
	Number of Transmitted Bytes per Service per Flight 
	Throughput (Bytes/s) 

	ATS Services
	En Route
	Oceanic / Remote
	En Route
	Oceanic / Remote

	AOCDLL
	0
	826
	0
	0,05398693

	ENGINE
	176
	0
	0,035772358
	0

	FLTPLAN
	8712
	8712
	1,770731707
	0,56941176

	FLTSTAT
	0
	0
	0
	0

	FREETEXT
	754
	754
	0,153252033
	0,04928105

	FUEL
	0
	0
	0
	0

	GATES
	589
	0
	0,119715447
	0

	LOADSHT
	0
	0
	0
	0

	MAINTPR
	932
	932
	0,189430894
	0,06091503

	MAINTRT
	880
	880
	0,178861789
	0,05751634

	NOTAM
	2296
	2296
	0,466666667
	0,15006536

	POSRPT
	481,0666667
	1496
	0,097777778
	0,09777778

	WXGRAPH
	0
	0
	0
	0

	WXRT
	0
	0
	0
	0

	WXTEXT
	6800
	6800
	1,382113821
	0,44444444

	TOTAL
	21620,06667
	22696
	4,394322493
	1,48339869


Table 7.26

AOC throughput for Downlink (Return Link) in Low Density Airspace - Phase 2
	
	Number of Transmitted Bytes per Service per Flight 
	Throughput (Bytes/s) 

	ATS Services
	En Route
	Oceanic / Remote
	En Route
	Oceanic / Remote

	AOCDLL
	0
	296
	0
	0,01934641

	ENGINE
	1454
	0
	0,29552846
	0

	FLTPLAN
	828
	828
	0,16829268
	0,05411765

	FLTSTAT
	157
	157
	0,03191057
	0,01026144

	FREETEXT
	754
	754
	0,15325203
	0,04928105

	FUEL
	762
	762
	0,15487805
	0,04980392

	GATES
	0
	0
	0
	0

	LOADSHT
	0
	0
	0
	0

	MAINTPR
	932
	932
	0,18943089
	0,06091503

	MAINTRT
	1270
	1270
	0,25813008
	0,08300654

	NOTAM
	536
	536
	0,10894309
	0,03503268

	POSRPT
	1847,73333
	5746
	0,37555556
	0,37555556

	WXGRAPH
	0
	0
	0
	0

	WXRT
	5630,66667
	8755
	1,14444444
	0,57222222

	WXTEXT
	412
	412
	0,08373984
	0,0269281

	TOTAL
	14583,4
	20448
	2,96410569
	1,33647059


7.3.1.5
Synthesis of the Throughput in bit/s
Table 7.27

Throughput synthesis results in bit/s

	Throughput (bit/s)
	LD

	
	En Route
	Oceanic/Remote

	ATS Uplink
	66,92
	57,91

	AOC Uplink
	35,15
	11,87

	Total Uplink
	102,08
	69,78

	ATS Downlink
	42,72
	4,10

	AOC Downlink
	23,71
	10,69

	Total Downlink
	66,44
	14,79


7.3.2
PIAC estimation

The subject is to estimate the peak of traffic during 2008 reference day and then apply correcting factor to estimate it in 2025. 

On Table 7.28: 

–
The addition of simultaneous aircraft over all sectors is shown in horizontal lines (for each minute of the reference day) - see column (.

–
When looking the entire table, the minute identified as the one with maximum simultaneous air traffic is the minute “0” (maximum ().

From minute “0”:

–
Then, applying 2008 to 2025 air traffic evolution formula:

[image: image32.png]



	P2025 = P2008 (1 + KG)2025-2008


Where: P2025 = Peak in 2025;

 P2008 = Peak in 2008;

 KG = Country growth rate per year (5%)

PIAC 2025 becomes:
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Table 7.28

PIAC estimation
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7.3.3
Spectrum bandwidth estimation

Taking into account Table 7.27 above, the PIAC results and the (T) and (R) traffic share ratio (see section 6.1.3), the user traffic can be displayed as Table 7.29:

Table 7.29

User traffic

	User traffic
	ENR
	ORP
	BROADCAST (*)
	Total

	PIAC
	(95%)       636
	(5%)             34
	 
	670

	Forward / Aircraft
	102,08
	69,78
	
	

	Total Forward (bps)
	64 921
	2372
	42 154,00
	10 9448

	
	
	
	
	

	Return / Aircraft
	66,44
	14,79
	
	

	Total Return (bps)
	42 253
	503
	
	42 756


(*) WXGRAPH part
The traffic system estimation in 2025 can be found in Table 7.30:

Table 7.30

Traffic system

	
	2025

	Total Forward Traffic (bps) + Signal Overhead
	136 809 bit/s

	Return Traffic (bps) + Signal Overhead
	53 445 bit/s


Using Classic Aero system model, the required spectrum can be displayed as follows (Table 7-31):

Table 7.31

Required spectrum
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Maximum Forward Traffic (bps)

Forward Traffic (P) Channel rate
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throughput 

(bps)

Spacing (kHz) Input traffic

Transmitted 

(bps)
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Channels

Bandwidth 

(kHz)

Sat

600bps traffic 600 182 2,5 4 800          15 790           27             68            

1200bps traffic 1200 365 2,5 9 601          31 581           27             68            

4800bps traffic 4800 730 5 38 403        252 648         53             265          

10500bps traffic 10500 3162 7,5 84 006        278 990         27             203          

Total 136 809    579 010         134           603        

Return Traffic (bps)

Return Traffic (R) Channel rate

R 

throughput  Spacing (kHz)  Input traffic 

 Transmitted 

(bps) 

 Number of 

Channels 

 Bandwidth 

(kHz) 

600bps traffic 600 13 2,5 891             40 489           68             170          

1200bps traffic 1200 26 5 891             40 489           34             170          

10500bprs traffic 10500 106 7,5 891             88 569           9               68            

Total 2 672        169 546         111           408        

Return Traffic (T) Channel rate

T 

throughput  Spacing (kHz)  Input traffic 

 Transmitted 

(bps) 

 Number of 

Channels 

 Bandwidth 

(kHz) 

600bps traffic 600 120 2,5 1 782          8 907             15             38            

1200bps traffic 1200 240 2,5 3 563          17 815           15             38            

4800bps traffic 4800 960 5 14 252        71 260           15             75            

10500bps traffic 10500 2100 7,5 31 176        155 881         15             113          

Total 50 773      253 863         60             263        

Total Return  53 445      423 409       670        

Forward Traffic (bps) + Signal Overhead =>

Return Traffic (bps) + Signal Overhead =>

136 809                                                                

2025

53 445                                                                  


According to all above elements, the preliminary results of total required spectrum estimation for the Brazilian Airspace in 2025 are displayed in Table 7.32.

Table 7.32

Total Required Spectrum Estimation

	
	AOC
	ATS
	ATS + AOC
	Voice

(6 channels)
	TOTAL

	Bandwidth for Forward Traffic (kHz)
	355
	248
	603
	45
	648

	Bandwidth for Return Traffic (kHz)
	230
	440
	670
	45
	715


7.4
Middle-East/Africa System: Egypt Study

[Editor' s Note:

Editor’s note: It should be noted that the requirements described in this study are based on current assumptions for the NAVISAT design and associated services. NAVISAT is currently conducting a reassessment of the services, capacity needs and system design for providing AMS(R)S in accordance with the evolving needs for aviation safety in the Africa and Middle East region. On the basis of these new data, this study on AMS(R)S spectrum requirements for the Africa and Middle East region will be updated at the next WP4C meeting (February/March 2010). Although the spectrum estimates summarised hereunder are provisional, the results are expected to remain in the same order of magnitude and represent a realistic basis for discussion.
]
7.4.1
Summary of Spectrum Requirement for NAVISAT system
The amount of spectrum required for NAVISAT satellite system  is of 3 118 kHz for the uplink and 1 730 kHz for the downlink. A margin of 50 kHz in uplink and downlink should be added for enhanced automatic frequency compensation (EFAC). In a first estimation, the total spectrum need is therefore:
Table 7-33
Spectrum Estimation for Different Services

	
	Downlink
	Uplink

	Data
	1 030 (kHz)
	2 418 (kHz)

	Voice
	700 (kHz)
	700 (kHz)

	EFAC
	50 (kHz)
	50 (kHz)


7.4.2
Calculation of Spectrum for the Data Services
Table 7-34
Calculation of Spectrum For Data Services

	Downlink traffic (P)
	Channel rate
	Number of channels
	Spacing (kHz)
	Bandwidth (kHz)

	600 bit/s
	600
	46
	2.5
	115

	1 200 bit/s
	1 200
	46
	2.5
	115

	4 800 bit/s
	4 800
	91
	5
	455

	10 500 bit/s
	10 500
	46
	7.5
	345

	Total
	
	229
	
	1030


	Uplink traffic (R)
	Channel rate
	Number of channels
	Spacing (kHz)
	Bandwidth (kHz)

	600 bit/s traffic
	600
	296
	2.5
	740

	1 200 bit/s traffic
	1 200
	148
	5
	740

	10 500 bit/s traffic
	10 500
	37
	7.5
	278

	Total
	
	481
	
	1758


	Total uplink (T)
	Channel rate
	Number of channels
	Spacing (kHz)
	Bandwidth (kHz)

	600 bit/s
	600
	66
	2.5
	165

	10 500 bit/s
	10 500
	66
	7.5
	495

	Total
	
	132
	
	660


	Total uplink
	
	
	
	2 418


7.4.3
Calculation of Spectrum for the Voice Services
No. of calls:

500 calls/hour

Call duration:

120 s

Blocking probability set to:

0.01%

Table 7-35
Calculation of Spectrum for Voice services

	No of AES
	500

	Alpha
	33.33

	Total channels
	56

	Number of 8.4k channels
	28

	Number of 21k channels
	28

	Bandwidth (kHz)
	700


It should be noted that the above requirements are based on current assumptions for the NAVISAT design and associated services. NAVISAT is currently conducting a reassessment of the services, capacity needs and system design for providing AMS(R)S in accordance with the evolving needs for aviation safety in the Africa and Middle East region.

7.5
Oceanic: UAE Study
7.5.1
Information traffic

7.5.1.1
Spectrum required for CPDLC traffic 

We follow the method of calculation given in section 5.2.4.1 for the aviation needs. 

The global number of aircraft manoeuvre reports per hour is:



= GCPDLC = S*B*2*Am = 5*(1+5)*2*119 = 7 140

It is assumed that each manoeuvre necessitates two reports, one requesting the manoeuvre and the other confirming completion of the manoeuvre.

If an average manoeuvre message length of 110 bytes is assumed, the spectrum required to support 6 783 aircraft manoeuvre reports per hour is:



GCPDLC /3 600*LCPDLC*(bits/byte)/Se = 7 140/3600*110*8/0.25 = 6 981 Hz

And the CPDLC user data rate transmitted by each aircraft is:



kCPDLC = GCPDLC/GPIAC*LCPDLC*8 = 7 140/31 950*110*8 = 197 bits per hour
where:


GCPDLC:
is the global number of aircraft manoeuvre reports per hour


LCPDLC: 
is the number of bytes per aircraft manoeuvre report (110)


Se: 
is the spectral efficiency of data services expressed in user data bps/Hz. 

Thus allowing for frequency reuse (factor of 2.143) the required spectrum is (6.981/2.143 =) 3.26 kHz. 
7.5.1.2
ADS-A traffic

The global number of aircraft position reports per hour is:



GADSA = S*B*Ap = 5*(1 + 5)*2 556 = 76 680

If an aircraft position report (ADS-A message) of average length 55 bytes is assumed, the spectrum required to support 76 680 aircraft position reports per hour is:



= GADSA /3 600*LADSA*8/Se = 76 680/3 600*55*8/0.25 = 37.488 Hz

And the ADS-A user data rate transmitted by each aircraft is:



kADSA = GADSA/GPIAC*LADSA*8 = 76 680/31 950*55*8 = 1 056 bits per hour

The total data rate including ADS-A and CPDLC traffic is:



kI = kCPDLC + kADSA  = 197 + 1 056 = 1 253

where:


GADSA: 
is the number of global number of aircraft position reports per hour

LADSA: 
is the number of bytes per aircraft position report.

Thus allowing for frequency reuse (factor of 2.143) the required spectrum is (37.488/2.143 =) 17.5 kHz.

7.5.1.3
Voice services

The global number of aircraft voice messages per hour is:



= GVOICE = S*B*2*Am*Pv = 5*(1+5)*2*119*0.5 = 3 570

And the number of Erlangs per aircraft per hour is:



Vt = GVOICE /AI *D/60 = 3 570/31 950*3/60 = 0.005587

where:


Pv: 
is the proportion of all CPDLC messages that are supplemented by voice calls


D: 
is the average duration of a voice call in minutes.
The typical spectral efficiency of voice services is a voice channel per 10 kHz.

If an average voice call duration is 3 minutes, the spectrum required to support 357 aircraft verbal reports per hour is:



GVOICE/60*D/Sv = 357/60*3*10 = 1 785 kHz

where:


GVOICE: 
is the global number of aircraft voice reports per hour

Sv: 
is the spectral efficiency of voice services expressed in units of voice channels per kHz.

Thus allowing for frequency reuse (factor of 3.75) the required spectrum is (1 785/3.75 =) 476 kHz.
7.5.2
Transmission delay

In a network with priority codes the transmission delay depends on the priority code and the probability of the data packet requesting a TDMA reservation or a voice call colliding with a similar data packet from another aircraft. By allocating a single 10.5 kbps slotted ALOHA (R) channel to every beam, the collision probability is reduced to a negligible value. If all CPDLC messages and associated voice calls require use of the random access channel then the number of message requests per beam per second is:



= (GCPDLC + GVOICE)/(S*B*60*60) = (7 140 + 3 570)/(5*6*60*60) = 0.1 

The length of a slot in the slotted ALOHA frame is 125 ms and thus with one access attempt every 10 seconds or every 80 slots, the probability of two bursts colliding is from Poisson’s equation = (1/80)^2/2*exp(−1/80) = 7.7E-05. So there is a probability of 7.7 E-5 of a transmission delay of at least 8 seconds, the time out period on the random access channel, for messages of the highest priority.
7.5.3
Summation of global spectrum requirements for the AMS(R)S in the year 2025

7.5.3.1
Data service

The spectrum required for the data services of the AMS(R)S is:



ADS spectrum + CPDLC spectrum = (17.5 + 3.26 =) 20.76 kHz
However, the minimum bandwidth allocation per satellite beam is 20 kHz, i.e. one 10.5 kbps R channel of 10 kHz bandwidth and one 10.5 kbps T channel of 10 kHz bandwidth, and the minimum bandwidth of 30 beams is 600 kHz. Therefore, allowing for frequency reuse the minimum bandwidth required for data is (600/2.143 =) 280 kHz. This implies a minimum user data rate (excluding service addresses and signalling) of 2 kbps in all regions and up to 12 kbps in those regions where three Inmarsat satellites are visible and are within the coverage area of spot beams from all three satellites.

7.5.3.2
Voice service
The spectrum required for the voice services of the AMS(R)S is:


Voice 476 kHz
The minimum voice bandwidth allocation per satellite beam is 10 kHz and the minimum bandwidth of 30 beams is 300 kHz. Therefore, allowing for frequency reuse the minimum bandwidth required for voice is (300/3.75 =) 80 kHz. This implies a minimum of one voice circuit in all regions and up to six voice circuits in those regions where three Inmarsat satellites are visible and are within the coverage area of spot beams from all three satellites. In order to increase capacity in steps of integer voice channels per beam, the value of 80 kHz needs to be multiplied by an integer. Selecting 10 channels per beam gives a spectrum requirement of 800 kHz. This implies from 10 voice circuits up to 60 voice circuits from a point on the Earth’s surface.

7.5.4 
Conclusion
The total spectrum required for the AMS(R)S in the year 2025 is (280 + 800 =) 1 080 kHz. See also Table 7.23 below.

[Editor' s Note: Is this forward link only or both forward and return ?]
Table 7.33
Key parameter values
	Parameter
	Value
	Units
	Comment

	1997 PIAC in North Atlantic Oceanic ATM zone
	930
	
	NATS value

	1997 Peak number of aircraft manoeuvres per hour in the North Atlantic Oceanic ATM zone
	104
	
	NATS value

	Percentage increase in ATM activity in 28 years
	129
	%
	FAA values extrapolated

	2025 PIAC in North Atlantic Oceanic ATM zone
	2130
	
	129% growth assumed

	2025 Traffic per Inmarsat 3 beam
	1065
	
	Assume North Atlantic is carried by two spot beams

	2025 Global PIAC in Oceanic ATM zones
	31 950
	
	Based on 30 satellite beams of same bandwidth

	2025 Global number of aircraft manoeuvres per hour in Oceanic ATM zones
	3 570
	
	CPDLC messages per hour are twice this value

	2025 Number of ADS-A reports per aircraft per hour
	2.4
	
	Twice value via HF 

	2025 Global number of ADS-A reports per hour in Oceanic ATM zones
	76 680
	
	Based on 30 satellite beams of same bandwidth 

	2025 Global number of voice messages per hour in Oceanic ATM zones
	3 570
	
	50% of CPDLC traffic 

	Average length of ADS-A message
	55
	Bytes
	Based on FAA values

	Average length of CPDLC message
	110
	Bytes
	Based on FAA values

	2025 Oceanic CPDLC data rate per hour per aircraft
	197
	Bph
	Calculated in Appendix 1

	2025 Oceanic ADS-A data rate per hour per aircraft
	1 056
	Bph
	Calculated in Appendix 1

	Average holding time of voice call
	3
	Mins
	Average for MSS

	Spectral efficiency of all data messages
	0.25
	bps/Hz
	Calculated in Appendix 1

	Bandwidth per voice channel
	10.0
	kHz
	Typical Inmarsat value

	Global frequency reuse factor for all data services
	2.14
	
	0 or 6 dBi gain AES antenna

	Global frequency reuse factor for all voice services
	3.75
	
	12 dBi gain AES antenna

	2025 Global CPDLC average utilization in peak hour
	3.26
	kHz
	Calculated in Appendix 1

	2025 Global ADS-A average utilization in peak hour
	17.5
	kHz
	Calculated in Appendix 1

	2025 Global voice average utilization in peak hour
	476
	kHz
	Calculated in Appendix 1

	Probability of an access delay > 8 seconds
	7.7E-5
	
	Calculated in Appendix 1

	2025 Global data bandwidth in Oceanic zones
	280
	kHz
	Minimum bandwidth

	2025 Global voice bandwidth in Oceanic zones
	800
	kHz
	10*Minimum bandwidth

	2025 Global total AMS(R)S spectrum required
	1 080
	kHz
	Sum of data and voice


7.6
World-Wide
In this case, spectrum is estimated using system described in section 6.1.6 and methods described in section 5.1.1 and 5.2.1.

7.6.1
Estimation of the Information Volume over the European Airspace

The underlying assumptions for all the 9 airspace areas are:

–
Year 2025;

–
Global Region which has been subdivided into 9 airspace regions;

–
Satellite data services from COCR V2;

–
COCR V2 flight domains ENR, TMA and ORP;

–
Busiest day of the year (31 August);

–
Eurocontrol Medium growth traffic, applied to all 9 airspace areas;

–
Instrumental Flight Routes between 12:00 and 18:00 UTC.

It should be noted that these requirements are fully independent from the characteristics of the satellite communication technology.

The resulting RIV(t; j) curves for Europe are in Fig. 7:4 below (Fig. 7.4A for the forward link and Fig. 7.4B for the return link). 

Figure 7.4A
Forward-Link RIV for the Global Airspace Region in Fig. 1
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Figure 7.4B
Return-Link RIV for the Global Airspace Region in Fig. 1
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We have provided above the details of the resulting RIV(t; j) curves for the Global Airspace Region. We note here that the RIV(t;S) are just an intermediate step for deriving the RIV(t; j) and the former ones are not used for the derivation of the spectrum requirements.

It is important now to determine what are the driving values of the RIV(t; j) that are relevant for the derivation of the spectrum requirements.

The most important one is the maximum value of the RIV, which we have called the Maximum Information Volume (MIV). However we will see below that using this value for all the beams may overestimate the spectrum requirement unnecessarily and we will use instead a statistical value defined as the “99 percentile” of the RIV (which we will call RIV99%), which is the value below which 99% of the RIV values are located. 

Table 7.34 below provides the results for each airspace area in three different columns, as we did for the other ESA document which considered only the European Airspace. These are summarised as follows: 

a)
The first column named “case 1”, provides the values of the MIVs for each sub-airspace j. This of course is the worst case because we take all the MIV(j) to derive the spectrum requirements. However this is not realistic because the likelihood that peaks happen all at the same time in all the each sub-airspace is extremely unlikely and thus it may overestimate the spectrum requirements.

b)
The second column named “case 2”, provides instead the RIV99% (j) of each beam and we believe that these are more representative of the overall traffic demand than the MIVs. This is mainly because it accounts of the fact that the simulation is providing isolated traffic peaks MIVs which may not represent actual peaks in the traffic demand, thus the RIV99% (j) is more appropriate. c)
The last column named “case 3”, provides instead the case when we consider the MIV of the airspace  with the highest traffic, i.e. Europe at time T0 , while for all other airspaces we use the actual value of the RIV(T0, j). This of course may not provide a good case for estimating the spectrum requirement, because the RIV(T0, j) values obtained here represent only one simulated instance, and thus these cannot be used for spectrum estimation. 

Of the three cases explained above we will use below the case 2 using RIV99% values for the estimation of spectrum demand for AMS(R)S.

Table 7.34A
Forward-Link Results for Global Airspace 9 Regions

	Airspace (i)
	(Case 1)

MIVFL(i)

(Mbits in 1s)
	(Case 2)

RIV99%,FL(i)

(Mbits in 1s)
	(Case 3)

MIVFL(Europe) 

& RIVFL(i =others)

(Mbits in 1s)

	Central Atlantic
	0.45
	0.36
	0.12

	Europe
	3.41
	3.25
	MIVFL=3.41

	Russia
	0.45
	0.40
	0.24

	Middle East/Asia
	1.13
	0.95
	0.58

	SE Africa
	0.21
	0.17
	0.05

	Central Africa
	0.23
	0.18
	0.08

	South Africa
	0.19
	0.16
	0.06

	South Atlantic
	0.06
	0.04
	0.0005

	South America
	1.14
	0.96
	0.70


Table 7.34B
Return-Link Results for Global Airspace 9 Regions

	Airspace (i)
	(Case 1)

MIVRL (i)

(Mbits in 1s)
	(Case 2)

RIV99%,FL(i)

(Mbits in 1s)
	(Case 3)

MIVFL (Europe) 

& RIVFL(i =others)

(Mbits in 1s)

	Central Atlantic
	0.064
	0.047
	0.040

	Europe
	0.830
	0.746
	MIVRL=0.830

	Russia
	0.077
	0.060
	0.038

	Middle East/Asia
	0.203
	0.143
	0.094

	SE Africa
	0.053
	0.034
	0.013

	Central Africa
	0.051
	0.035
	0.015

	South Africa
	0.043
	0.027
	0.006

	South Atlantic
	0.013
	0.008
	0.004

	South America
	0.193
	0.151
	0.085


7.6.2
Calculation of the Spectrum Requirement

7.6.2.1
Spectrum Requirements per Beam
We will only consider the “99 percentile” values (i.e. case 2) of the RIVs of each airspace region. We believe that this provides a good “worst case” estimate for the spectrum requirement for AMS(R)S.

Hence the following Table 7.35 provide the calculations of the spectrum requirement for each beam/coverage area, assuming the satellite characteristics given in section 6.6 above and using RIV99%. This follows exactly the methodology exposed in section [5.x.x] where the beam by beam spectrum requirements can be expressed as:

SRY (j)= YYYRIV99%,Y (j)

Additionally, it is assumed that in each of the regional airspace areas there will be smaller spot beams, as it is for example in the European case 1 for the other ESA paper to this meeting which had 6 smaller spot beams. In that case we found in Europe that the spectral efficiency  gained between a 6 beam pattern to a 1 single large beam is:

Forward-Link

FL = BW with 6 beams / BW with 1 single beam

= 3.27 MHz / 3.52 MHz =

= 0.93

Return-Link

RL = BW with 6 beams / BW with 1 single beam

=  1.347 MHz / 1.350 MHz =

= 0.997

Hence we will adopt these efficiency factors  here for the 9 airspace areas to derive the actual spectrum in each airspace region , which is given in the last column of the Table 2 below, i.e. SRY’(j) =  SRY(j).
Table 7.35A
Forward-link Spectrum Requirement per Beam

	Airspace Area

(j)
	RIV99%,FL(j)

(Mbit/s)
	TFL(j)=

FLRIV99%L(j)

(Mbit/s)
	RSFL(j)=

FLTFL(j)

(MHz)
	SRFL(j)=

TFL(j)

(MHz)
	SRFL’(j)=

FLSRFL(j)

(MHz)

	1=C. Atlantic
	0.36
	0.43
	0.35
	0.38
	0.35

	2= Europe
	3.25
	3.90
	3.17
	3.49
	3.25

	3= Russia
	0.40
	0.48
	0.39
	0.43
	0.40

	4= Middle East
	0.95
	1.14
	0.92
	1.02
	0.95

	5= SE Africa
	0.17
	0.20
	0.17
	0.18
	0.17

	6= Central Africa
	0.18
	0.21
	0.17
	0.19
	0.18

	7= South Africa
	0.16
	0.19
	0.15
	0.17
	0.16

	8= South Atlantic
	0.04
	0.05
	0.04
	0.05
	0.04

	9=South America
	0.96
	1.15
	0.94
	1.03
	0.96


Table 7.35B
Return-link Spectrum Requirement per Beam

	Airspace Area

(i)
	RIV99%,RL (i)

(Mbit/s)
	TRL(i)=

RLRIV99%,RL(i)

(Mbit/s)
	RSRL(i)=

RLTRL(i)

(MHz)
	SRRL(i)=

TRL(i)

(MHz)
	SR’RL(i)=

RLSRRL(i)

(MHz)

	1=C. Atlantic
	0.047
	0.061
	0.076
	0.083
	0.083

	2= Europe
	0.746
	0.970
	1.213
	1.334
	1.334

	3= Russia
	0.060
	0.079
	0.098
	0.108
	0.108

	4= Middle East
	0.143
	0.186
	0.232
	0.256
	0.256

	5= SE Africa
	0.034
	0.045
	0.056
	0.062
	0.062

	6= Central Africa
	0.035
	0.045
	0.056
	0.062
	0.062

	7= South Africa
	0.027
	0.035
	0.044
	0.049
	0.049

	8= South Atlantic
	0.008
	0.010
	0.013
	0.014
	0.014

	9=South America
	0.151
	0.197
	0.246
	0.271
	0.271


7.6.2.2
Spectrum Requirements Global Region with 9 Airspace Areas

7.6.2.2.1
Forward-Link Spectrum Requirement

We also like to point out that if the Global region is served by one single global beam from a GSO satellite the 99 percentile RIV of the total information volume is 5.7 Mbits/s. By applying the (a, b, g) factors we get:

TSRGSO,FL = 6.14 MHz
Firstly we calculate the spectrum requirement of the global region when there is no frequency reuse applied. This will be simply the sum of the individual spectrum requirement (last column of Table 2) of the 9 airspace areas, i.e.:

TSRno reuse, FL = 6.45 MHz
We now apply the frequency reuse assumptions as we have provided above in section [X] given also by the colour reuse patter in Fig. [X]. With this pattern the Total Spectrum Requirement (TSR) is given as: 



TSRreuse,FL =
max(SR(1), SR(4), SR(7))+max(SR(2), SR(9)) +







max(SR(3) , SR(6)) + max(SR(5),SR(8))





   = 
max(0.35, 0.95, 0.16) + max(3.25, 0.96) + 







max(0.40, 0.18) + max(0.17, 0.04)




       = 
0.95 + 3.25 + 0.40 + 0.17





       =
4.77 MHz

We find that for the 9 airspace area the forward-link total spectrum requirement of the Global Region is at best 4.8 MHz (for the maximum reuse) and at worst 6.5 MHz (for no reuse at all). 

The following Table 3a summarises the results for the Forward-link. Here we also see that the forward-link efficiency between the Global GSO beam to 9 regional beams is in the best case:

FL, best = 4.77 / 6.14 = 0.78

This mean that having several beams serving the different airspace areas will provide better utilization of spectrum.

However, if the reuse between beams is not done properly it may worsen the frequency reuse, i.e. in the worst case:

FL, worst = 6.45 / 6.14 = 1.05

Table 7.36A
Summary of the Forward-Link Spectrum Requirements 
for the 9 Airspace Global region

	Reuse Scenario 
	TSRFL (MHz)



	9 spot beam reuse scenario
	4.77

	9 spot beam no reuse
	6.45

	1 global GSO beam
	6.14


7.6.2.2.2
Return-Link Spectrum Requirement

In the same way when we do the return link spectrum requirements as above we get the results in Table 7.36B below.
Table 7.36B
Summary of the Return-Link Spectrum Requirements
for the 9 Airspace Global region

	Reuse Scenario 
	TSRRL (MHz)



	9 spot beams reuse scenario
	1.76

	9 spot beams no reuse
	2.24

	1 global GSO beam
	1.95


We find that the return-link total spectrum requirements for the Global Region in 2025 is between 1.8 MHz and 2.2 MHz, the actual value will depend on how the beams can reuse frequencies. 

Considering the best reuse patter above, the best return-link efficiency between the Global GSO beam to 9 regional beams is:

FL, best = 1.76 / 1.95 = 0.90

Of course if the 9 beam pattern do not reuse spectrum in the best way it may lead to a worsening in the efficiency of using spectrum, i.e. in the worst case:

FL, worst = 2.24 / 1.95 = 1.15
7.6.2.3
Spectrum Requirement for 18 Beam Regional Airspace Assumptions

In addition to considering the above airspace coverage, we have also considered some other “heuristic” spectrum estimation for the same global airspace. This has taken into account smaller spot beams/coverage areas. 

7.6.2.3.1
New Subdivision of the Global Region

Subdivision with 18 Airspace areas

The way this has been done is through geometric/geographical considerations of the airspace areas in Fig. 1, by taking the 9 airspace regions and subdividing these in a “heuristic” manner into 18 airspace areas as done below in Fig. [x]
In Fig. [x], we have considered an hypothetical beam coverage of these 18 airspace areas. We will assume that if such 18 areas have smaller spot beams, then these are not able to reuse frequencies. In reality it may be possible to have some frequency reuse with adjacent areas, but we will not make this assumption here as we do not have enough information. In this situation we assume than the spot beam efficiency factor  is 1.0 for both forward and return link.

Subdivision of the Information Volume

In addition to this we have to also consider how we split the information volume of the 9 airspace areas into the new 18 airspace areas. This is done below in Table 4a for the Forward-Link and Table 4b for the Return-Link. These tables also provides the spectrum requirement per beam when we apply the same factor (, ,), as we assumed above in section 2.3 and an  = 1.0. 

Frequency Reuse Patter between the 18 Airspace Areas

Afterward, we assume 3 different frequency reuse pattern in the attempt to calculate the total spectrum requirement in the Global Region.

Table 7.37A
Forward-Link Information Volume for the 18 Airspace Areas (Heuristic)

	Airspace (i)
	Information Volume (Mbits/s)
	SRFL (i)

(MHz)

	North Central Atlantic
	0.237       (2/3 of total)
	0.254

	South Central Atlantic
	0.118       (1/3 of total)
	0.127

	West Europe
	0.966               (actual)
	1.036

	Central Europe
	2.040               (actual)
	2.188

	East Europe
	0.700               (actual)
	0.751

	North Russia
	0.267       (2/3 of total)
	0.286

	South Russia
	0.133        (1/3 of total)
	0.143

	North Middle East
	0.632        (2/3 of total)
	0.678

	South Middle East
	0.316       (1/3 of total)
	0.339

	NE Central Africa
	0.044       (1/4 of total)
	0.048

	NW Central Africa
	0.044       (1/4 of total)
	0.048

	SE Central Africa
	0.044        (1.4 of total)
	0.048

	SW Central Africa
	0.044        (1.4 of total)
	0.048

	SE Africa
	0.170               (actual)
	0.182

	South Africa
	0.156               (actual)
	0.168

	South Atlantic
	0.044               (actual)
	0.047

	West South America
	0.480      (1/2 of total)
	0.515

	East South America
	0.480      (1/2 of total)
	0.515


Table 7.37B
Return-Link Information Volume for the 18 Airspace Areas (Heuristic)

	Airspace (i)
	Information Volume (Mbits/s)
	SRRL (i)

(MHz)

	North Central Atlantic
	0.031       (2/3 of total)
	0.056

	South Central Atlantic
	0.016       (1/3 of total)
	0.028

	West Europe
	0.233               (actual)
	0.416

	Central Europe
	0.516               (actual)
	0.922

	East Europe
	0.148               (actual)
	0.265

	North Russia
	0.040       (2/3 of total)
	0.072

	South Russia
	0.020        (1/3 of total)
	0.036

	North Middle East
	0.095        (2/3 of total)
	0.170

	South Middle East
	0.048       (1/3 of total)
	0.085

	NE Central Africa
	0.009       (1/4 of total)
	0.015

	NW Central Africa
	0.009       (1/4 of total)
	0.015

	SE Central Africa
	0.009        (1/4 of total)
	0.015

	SW Central Africa
	0.009        (1/4 of total)
	0.015

	SE Africa
	0.034               (actual)
	0.062

	South Africa
	0.027               (actual)
	0.049

	South Atlantic
	0.008               (actual)
	0.014

	West South America
	0.076       (1/2 of total)
	0.135

	East South America
	0.076       (1/2 of total)
	0.135


7.6.2.3.2
Frequency Reuse Scenarios

The frequency reuse scenarios are given below in the following Table 7.38 and are valid for both the Forward-Link and Return-Link. The numbers correspond to a given beam colour, same number equals same beam colour and the spectrum can be shared between the same numbered/coloured beams.

Table 7.38
Frequency Reuse Scenarios of 18 Airspace Areas

	Airspace
	Scenario 1
	Scenario 2
	Scenario 3

	North Central Atlantic
	1
	1
	1

	South Central Atlantic
	3
	3
	3

	West Europe
	2
	2
	2

	Central Europe
	4
	4
	4

	East Europe
	1
	2
	1

	North Russia
	2
	1
	2

	South Russia
	4
	5
	5

	North Middle East
	2
	1
	2

	South Middle East
	4
	4
	4

	NE Central Africa
	5
	5
	5

	NW Central Africa
	3
	3
	3

	SE Central Africa
	4
	4
	4

	SW Central Africa
	1
	1
	1

	SE Africa
	2
	5
	5

	South Africa
	3
	3
	3

	South Atlantic
	1
	1
	1

	West South America
	2
	2
	4

	East South America
	4
	4
	5


Figure [X]
Reuse Scenario 1 Beam Pattern
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Figure [X]
Reuse Scenario 2 Beam Pattern
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Figure [X]
Reuse Scenario 3 Beam Pattern
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7.6.2.3.3
Total Spectrum Requirement with 18 Spot Beams

When we apply the reuse beam patterns given in above section  with the spectrum requirements per spot beam as in section 7.6.2.3.1, we get the following total spectrum requirement for the Global Region (Table 6).
Table 7.39
Forward-Link Spectrum Requirement for Global Region using 18 spot beam pattern

	Reuse Scenario 
	TSRFL (MHz)
	TSRRL (MHz)

	18 spot beams reuse scenario 1
	4.19
	1.67

	18 spot beams reuse scenario 2
	4.25
	1.62

	18 spot beams reuse scenario 3
	4.66
	1.79

	18 spot beams No Reuse
	7.42
	2.51


What we have to do is to compare this with the spectrum requirement of the 9 Regional Airspace Areas we did in Section [x]. We reproduce here the summary Table [x], i.e.:

Table 7.40
Summary of Spectrum Requirement for the 9 Airspace Global region

	Reuse Scenario 
	TSRFL (MHz)
	TSRRL (MHz)

	9 spot beams reuse scenario
	4.77
	1.76

	9 spot beams no reuse
	6.45
	2.24

	1 global GSO beam
	6.14
	1.95


7.6.3
Results of Global Spectrum Requirements

A comparison of these two tables states that:

Forward-Link

–
18 spot beam reuse requiring 4.19 MHz is more efficient than a 9 regional beam reuse requiring 4.77 MHz and than a 1 global GSO beam 6.14 MHz;

–
When no reuse is possible the 18 spot beams (7.4 MHz) results less efficient than the 9 spot beams (6.5 MHz) and this also results less efficient than the 1 single global beam case (6.1 MHz).

Return-Link

–
18 spot beam reuse requiring 1.62 MHz is more efficient than a 9 regional beam reuse of 1.76 MHz and also of the single GSO beam 1.95 MHz;

–
When no reuse is possible the 18 spot beams (2.51 MHz) results less efficient than the 9 spot beams (2.24 MHz) and this also results less efficient than the 1 single global beam case (1.95 MHz).

7.6.4
Analysis of Aviation Operational Control (AOC) Services in the Forward-Link

COCR V2 states that (pg. 38): “AOC services are concerned with the safety and regulatory of flight and as such are defined in Annex 10 of the ICAO Convention.”

The COCR assumes that by year 2025 most ATS and AOC services will be data communication based, with very little voice. A list of such services is given in COCR V2 section 2.3.2.

Most of the services for ATS and AOC have a point-to-point nature and a few AOC messages have potential to be implemented in a point-to-multipoint manner if several aircraft may use exactly the same information from the same source. As of today the use of point-to-multipoint services has not been promoted by aviation because they have in mind the terrestrial communication systems where the coverage of one base station is limited to a few aircraft. This is of course not the case with satellite where the coverage of one satellite beam may cover hundreds or even thousands of aircraft at one go.

Hence in such a case and only for the forward-link case, if the largest AOC services in terms of generated information volume can benefit from a point-to-multipoint implementation, a saving factor on the RIV and MIV can be expected. We also note that only a few AOC services could potentially have a point-to-multipoint implementation.

ESA has performed some heuristic calculations on the most demanding services for AOC in the forward-link and these show that a gain up to 70-75% of the information volume can be expected (both RIV and MIV). However such calculation is subject to the meaningfulness of the modification of the provision of such service, which can only be expressed and confirmed only by the aviation industry as it impacts the service provision and their operations.

Accordingly to the RIV and MIV reduction, a bandwidth saving of the same order of magnitude would therefore be expected. This means that if the spectrum requirements calculated in Section 3 above for the 9 airspace areas requires 4.8 MHz in the forward link (about 4.1 MHz due to AOC services and 0.7 MHz due to ATS services) then with the potential amelioration described here, i.e. reduction of 75% in AOC requirements from 4.1 MHz to about 2.3 MHz, will give rise to a forward link total spectrum requirement of about 3.0 MHz. Again we stress that this has been derived based on heuristic assumptions and that a system design analysis and an operational requirements analysis would have to be performed to see if this can be realised.

7.6.5
Conclusions on ESA Study forward-wide spectrum requirement
With such assumptions the results are that:
–
For the forward link: for 9 airspace areas between 3.0 MHz (with Multicast AOC) and 4.8 MHz (with unicast AOC). 


Additionally we have seen that with the heuristic case of 18 spot beams, which have better frequency reuse, the spectrum requirement can be reduced to a range between 2.6 MHz (Multicast AOC) and 4.2 MHz (Unicast AOC).

–
For the return link to about 1.8 MHz. With smaller satellite beams (18) this can be reduced to 1.6 MHz.
8
Results and Conclusions
	Airspace
	Assumptions Section No’s
	Assumptions
	Spectrum requirements
(MHz)

	
	
	
	Forward-Link (1.6 GHz)
	Return-Link (1.5 GHz)

	Europe [Doc. 4C/334: ESA]
	
	unicast

multicast
	3.3 MHz

2.1 MHz
	1.3 MHz

not possible in multicast

	Europe [Doc.4C/326: UK]
	
	unicast

- ()

- PIAC

multicast 

- case 1

- case 2

- case 3
	2.9 MHz

3.7 MHz

0.7 MHz

0.5 MHz

0.4 MHz
	not done

0.383 MHz

not possible in multicast


	Brazil

[Doc. 4C/279: Brazil]
	
	
	0.648 MHz
	0.715 MHz

	Middle-EAST/Africa [Doc. 4C/215: Egypt]
	
	
	[3.118 MHz]
	[1.730 MHz]

	World-Wide Oceanic

[Doc. 4C/239: UAE]
	
	
	1.080 MHz
	no done

	World-Wide

ESA study [Doc. 4C/333: ESA]
	
	Unicast

- 9 airspaces

- 18 airspaces

Multicast

- 9 airspaces

- 18 airspaces
	4.8 MHz

4.2 MHz

3.0 MHz

2.6 MHz
	1.8 MHz

1.6 MHz

not possible in multicast

	World-Wide 

Japan Study [Doc. 4C/318: Japan]
	
	Global beams

- 2 networks

- 3 networks

Spot beams

- 2 networks

Beam Cluster

(3 networks)

- case 3

- case 4

- case 5
	1.275 MHz

2.231 MHz

2.188 MHz

2.428 MHz

3.281 MHz

4.069 MHz
	not done


PIAC2008 = 299 Aircrafts





PIAC2025 = 670 Aircrafts








� Map from GoogleEarth.


�	This is based on the results on a European Commission project, to a capacity analysis of a global satellite-based system (“the Anastasia system”).   EC project AIP4-CT-2005-516128.  Document reference D4.2.3.1.  For example, in the European airspace, for a similar spot beam configuration to that assumed by ESA, approximately 50% of the aircraft are in a single beam, and approximately 25% of the next adjacent beam.
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