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1. Introduction 
 

The attached document is the Technical Document on ATN Performance.  
 
2. Overview of the Work 

 
The ATN Transition Task Force (ATNTTF) has been assigned a number of tasks to prepare the 
region for the introduction of the ATN. One of the specific action items is to develop 
documentation on the ATN Performance. The document provides the technical guidance related 
to the ATN performance. The information on the definition of performance, especially RCP, and 
the planning as well as the monitoring of ATN performance is provided. 
 

3. Recommendation 
 

The meeting is invited to review the technical document. 
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1.Introduction 

1.1 Background 

 

The ATN Transition Task Force (ATNTTF) has been assigned a number of tasks to prepare the region for the 

introduction of the ATN. At the third meeting of the ATNTTF Working Group B meeting held in Bangkok, 

Thailand on 27 through 30 August 2001, a specific action item was identified to develop documentation on 

Performance.  This document is in response to that action. 

 

1.2 Scope 

 

The document is a Technical Document of Aeronautical Telecommunication Performance in Asia/Pac Region. 

The document provides a technical guidance on the aeronautical communication performance to be planned, 

implemented and also to be operational. The ultimate goal of the document is to provide a set of performance 

requirements for planning, technical candidates for implementing the required performance, and performance 

management consideration during the operational phase of the Aeronautical Telecommunication system in the 

Asia/Pac Region.  

Before providing such a set of detailed, concrete technical guidance, it has to be clearly understood what is 

meant by the performance we are discussing, and how the performance required is planned, how the required 

performance is implemented in the aeronautical communication systems (including equipments as well as 

software and human machine interface) and how the planned performance is monitored and improved. Without 

such understandings, the performance measurements and evaluation will be wasted without any results. 

In order the document to be useful in the Asia/Pac region where the operational environments are 

considerably different within the Region because of the air space complexities and traffic (air traffic as well as 

data traffic), the guidance in the document has to be applicable to the environment of the interest. 

As described above, the performance is related to all phases of the activities in the Aeronautical 

Telecommunication System Life Cycle; the planning phase, implementation phase as well as operational phase. 

This gives various types of personnel involved as the readers of the document. The questions are that who are 

the intended readers of the document, and how the document has to be organized for the focused readers. Since 

the APANPIRG is a planning group, and the planning phase has the far most influences on the performance, the 

document is focused to the planning phase. Essentially the implementation and operational aspects of the 

performance are embedded within the planning aspect. Without any planning, the monitoring and evaluating 

performance are not useful, since it would not be clear what is to be measured and what is the reference to be 

compared with and evaluated to. 

In chapter 2, four activities related to the Aeronautical Telecommunication Performance are described. Before 

the detailed descriptions of activities, the Definition of Performance is elaborated in chapter 3, and the first 

activity; Planning Performance is elaborated in chapter 4. The detailed performance monitoring parameters for 
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the remaining activities; Monitoring, Evaluating and Improving performance, are listed in the section 4.4. 

The Definition of Performance is separated from the Planning Performance, since the Definition of 

Performance here is intended to explain the framework of Performance; what is the Performance and what kinds 

of considerations have to be made to derive the Performance Requirements where the framework is applicable 

globally, while the Planning Performance here is intended to explain how any specific Performance 

Requirements are derived and stated for each environment under consideration, based on the defined 

Performance framework. 
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2. Activities related to Aeronautical Telecommunication Performance 

 

2.1 Nature of Performance related Activities 

For any system to be implemented and to be operational, there are two categories of requirements; functional 

capabilities and performance capabilities. The functional capability requirements specify the functions to be 

implemented together with the values and benefits of the planned system. The performance capability 

requirements specify how well the implemented system has to be operated in terms of speed, reliability, and so 

forth, in order to effectively realize the values and benefits of the planned system specified in the functional 

capability requirements. 

Even if the functional capability requirements, like the Global Air traffic Services, are the same functions, the 

implementation details can be fairly different, based on the varying performance capability requirements, like 

busy or not so busy air traffic spaces. It could be the case that any implemented system satisfying the functional 

capability requirements does not always satisfy the performance capability requirements.  

The functional capability requirements of the planned system like Global Air Traffic Services can be found in 

SARPs and Regional ICDs (Interface Control Documents), but the performance capability requirements can not 

be documented as a single body of requirements, although it is possible to classify the performance capability 

requirements into a set of types, e.g. urgent/ tactical/ strategic/ planning, or RCP (Required Communication 

Performance)-x (x is the number to represent a type of RCP to be defined), and so forth. This implies that the 

Performance Capability Requirements have to be planned based on the analysis of the airspace environment the 

Aeronautical Telecommunication System used. Based on such Performance Capability Requirements, the 

implementation, monitoring, evaluation and improvement of the required performance will be followed. 

Although generally speaking, the planning activity in any system implementation can be taken place within a 

State or an organization without any coordination with other activities, it is desirable for the planning activity to 

be coordinated with other activities, since the planned performance requirements are referred in the following 

activities and there are many different personnel involved in these activities. Moreover, in a planned system like 

Global Air Traffic Services, where many States and Organizations are involved, it is imperative to coordinate 

among the States and Organizations involved.  In order to make such a coordination for planning possible, it 

has to be agreed and shared the understanding that what is meant by ‘Performance’, how it can be analyzed and 

stated. This can be called the ‘Defining Performance’ prior to the planning. 

 

2.2 Definition of Performance 

Before engaging the performance related activities where the coordination is needed, the meaning of the 

performance has to be shared among the concerned parties. It includes the definition of the performance as well 

as the procedures to derive and document the required performance. 

 

2.3 Planning Performance 
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Applying the shared understanding of performance, a specific communication performance requirement has 

to be developed for the Air Traffic Services in the Air Space where the Aeronautical Telecommunication System 

is planned. 

The communication performance requirements have to be developed based on the analyses of the services 

provided and the environment of the services provided. 

  

2.4 Implementing Performance 

Based on the stated communication performance requirements, the system has to be developed. The system 

has to be deployed based on the satisfied implementation of the requirements. 

 

2.5Monitoring and Evaluating Performance 

The Performance implemented the requirements has to be monitored and evaluated regularly.  

The monitoring parameters have to be planned before the implementation. 

 

2.6 Improving Performance  

If there are any anomalies in the monitored performance, the actions have to be taken to improve the 

performance. There should be the performance reference established during the planning phase to judge the 

performance anomaly.
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3. Definition of Performance in Aeronautical Telecommunication 

Before describing the planning of the Aeronautical Telecommunication System Performance, in this chapter 

it makes it clear what is the nature of the Aeronautical Telecommunication, and what is meant by the 

Performance of the Aeronautical Telecommunication System. In the Section 3.1, the various aspects to be 

considered for the performance planning are shown for each facet. 

 

3.1 Various Facets in Aeronautical Telecommunication and its Performance 

The following diagram depicts the facets related to the Performance.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3-1 Various Facets in Aeronautical Telecommunication 

What is depicted in the figure is that there are two major categories of Aeronautical Telecommunication; 

Air-to-Ground and Ground-to-Ground, and for each category, there are concerns; Operation (hence Operational 

Aeronautical Telecommunication 

Air-to-Ground Communication 

Ground-to-Ground Communication 

Operation and Operational performance 

Service Applications (e.g. ADS, CPDLC) and their Performance 

Components and their Component Performance 

Infrastructure (e.g. Air-Ground Data Link) and its Performance 

Operation and Operational performance 

Service Applications (e.g. AMHS, AIDC) and their Performance 

Components and their Component Performance 

Infrastructure (e.g. Ground Network) and its Performance 
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Performance) and Components (hence Components Performance).  The Operation depends on the services 

provided, thereby heavily related to the service applications, while the Components can be combined as the 

communication infrastructure provided. 

 

3.1.1 Air-to-Ground Communication and Ground-to-Ground Communication  

The Aeronautical Telecommunication can be classified into two major categories; Air-to-Ground 

Communication and Ground-to-Ground Communication. 

Note: There is another category; Air-to-Air Communication, e.g. ADS-B, but here we discuss only two classes 

of Communication above. 

This categorization is needed since there are different sets of services and components involved between 

Air-to-Ground and Ground-to-Ground. 

 

3.1.2 Operational Performance, Technical Performance and Component Performance  

a) Operational Performance 

For each cateogory; Air-to-Ground Communication and Ground-to-Ground Communication, there are two 

different aspects (requirements) on the Performance, namely Operation with Operational Performance 

Requiements and Components with Technical (component-wise) Performance Requirements. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3-2 Operational Performance 

 

From the operational aspect in the planning phase of the Aeronautical Telecommunication, it is important to 

decide the operational requirements regardless of any available technical components. The planning activities 

include to analyze the operational services provided and the operational environment for the operational 

services. 

 

Air-to-Ground Communication and Performance 
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Ground-to-Ground Communication 

Operation and Operational Performance  
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Fig.3-3 Dialogues and Operational Performance 
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From the operational aspect, performing communication has two features; the communication process is of 

the round trip messaging, not merely the one-way message transfer, and the communication process may 

include human response portions. 

Operationally speaking, the communication is meaningful only when the mission is accomplished. It requires 

the confirmation of messaging, at least the confirmation of message delivery, thus the round-trip of messaging. 

In many cases, the operational communication process includes the human response portion. 

In order to characterize the operational communication performance, the concept of transaction and the 

parameters to characterize the operational communication performance are derived as in the following figure. 

 

 
 

T
R
A
N
S
A
C
T
I
O
N
1

T
R
A
N
S
A
C
T
I
O
N
2

Initiator 

95% Human Response 
Time (HT1) 

Transaction#1 
Expiration Time (ET1) 

 

95% Transaction #1 
Time (TT1) 

95% Human Response 
Time (HT2) 

Transaction #2 Expiration
Time (ET2) 

95% Transaction #2
Time (TT2) 

Operational Data link service 
Completion 

Operational 
Data link service 
I iti ti

Responder

REQUEST 

CLEARANCE 

ACKNOWLEDGE

 
Fig.3-4 Transactions and Operational Performance 

b) Technical Performance 

The operational communication performance has two parts; Human Response part and the remaining part. 

The latter is called ‘Technical Performance’. It should be noted that the ‘Technical Performance’ is not any 

individual Component Performance, but it is the combined performance of all components involved in the 

communication, excluding human response from the communication loop. 

 

For the Air-to-Ground communication, there are three domain components; Airborne System, Air-to-Ground 

Communication System and Ground System. For the Ground-to-Ground communication, there is only Ground 

System involved possibly across multiple domains, where the Ground System includes the communication 

network as well as data processing. The following figure depicts the abstracted components of Air-to-Ground 
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communication. 

Airborne System

Ground System

Air-to-Ground Communication System

Interface : Aircraft Antenna

Interface : Ground access Point

Pilot Interface

Controller Interface

Airborne Domain : Tair

A/G Communication  Domain : Tag

Ground Domain : Tgnd

 
Fig.3-5 Tecnical Performance and Allocation to Domains 

 c) Component Performance 

On the other hand, there are concerns which components can be adopted for the specific operational services 

and environment. 

The problem here is that how the Component Performance will be derived from what. It should be noted that 

there is no guarantee to satisfy the Operational Performance requirements simply accumulating the performance 

of the Components to the ‘Technical Performance’, even if any operational performance requirements are 

given,. 

If there is no Operational Performance stated, it is meaningless to discuss the Performance; Components 

Performance, Technical Performance and the satisfied performance requirements. 
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Fig.3-6 Components and Component Performance 

The following figure shows further the elements (Domains) within the ‘Technical’ Communication in the 

Air-to-Ground and Ground-to-Ground communication. 
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Fig.3-7 Technical Components of Air-Ground and Ground-Ground Communication 
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There is another facet on the communication performance; the Application Specific and Common in the 

Communication Infrastructure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3-8 Applications and Infrastricture in Air-Ground and Ground-Ground Communication 

There are three Air-to-Ground applications; CPDLC, ADS and FIS defined in the ATN. Besides these three, 

CM (Context Management) or DLIC (Data Link Initiation Capability) is defined. In the Ground-to-Ground 

communication, two applications; AMHS and AIDC are defined. Each application has its own specific features 
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and the performance requirements. 

a) CPDLC 

The CPDLC is the typical Air-to-Ground application that the model described in the previous sections 

reflects the features of CPDLC, two-way communication with human factors. The CPDLC is a type of 

‘Connection-Oriented-like’ communication, where a ‘CPDLC-Start’ has to be invoked for the establishment of a 

CPDLC connection before any CPDLC messaging. One of CPDLC specific requirements may be the number of 

CPDLC connections supported at any one time, since the CPDLC will be kept connected during the flight. 

b) ADS 

The invocation of ADS starts at on the ground to initiate the Airborne System to generate and report the ADS 

messages. The ADS has less human factors where the messages are generated by the Airborne System. The 

ADS is a type of Connectionless-like communication, that is, the message can be sent without any ‘Connection 

Establishment Message’. The ADS is a part of the Surveillance function, but it has a different feature from the 

Radar Surveillance, since the ADS transfer delay is not constant, and the ADS periodic reports from each 

aircraft are asynchronous. One of ADS specific requirements may be the number of ADS connections supported 

at any one time, since the ADS will be kept connected during the flight. 

c) FIS 

Currently there are two functions provided in the FIS; ATIS and METAR. The invocation of the FIS starts at 

the Airborne System/Pilot requesting the FIS information. The corresponding Ground System sends back the 

requested information, or sends back ‘processing’ unless the requested information is ready. Similar to the ADS, 

The FIS is a type of Connectionless-like communication, that is, the message can be sent without any 

‘Connection Establishment Message’. Currently the FIS is not a performance sensitive application, since the 

FIS is the planning-oriented application, but in future there may be some added functions of performance 

sensitive. 

d) CM 

The CM is not really an application in a sense of other Air-to-Ground applications. It provides the address 

services for the other Air-to-Ground applications. The CM is not a performance sensitive application, since it 

can be used only once within a specific airspace. 

 

e) AMHS 

The AMHS is a Ground-to-Ground application of the ‘Store-and-Forward mode. The AMHS is not a 

performance sensitive application, in fact there is no time related performance requirements for the AMHS. 

f) AIDC 

The AIDC is another Ground-to-Ground application between two neighboring FIRs. Besides the physical 

connection established between two neighboring FIRs, one logical connection (i.e. association) per flight 

transferred between two neighboring FIRs, has to be maintained in the AIDC. One of AIDC specific 

requirements may be the number of the AIDC (logical) connections supported at any one time. 
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The Infrastructure performance can be handled as the part of Technical Performance and Components 

Performance. 

3.2 Required Communication Performance 
 
3.2.1 RCP 
 

The RCP (Required Communication Performance) is the operational framework to express the 
communication performance necessary for operation within a defined airspace or to perform a specified 
operation. When determining airspace requirements, an RCP is determined according to safety analysis and 
operational needs and is specified for ATS operational service for a given region that is deemed necessary for 
safe and efficient operation of the airspace. The RCP is independent of the technology used and applicable to 
voice and data communication. 
 
3.2.2 RCP Type 
 
The RCP type is specified in terms of a set of parameters needed to quantify the performance of the 
communications transaction. The denomination of RCP type is provided by one of its parameters: the 
transaction expiration time.  
 
3.3.3 RCP Parameters 
 
The RCP type is further defined by a set of parameters listed in the following table. 
 

Table 3-1 (Operational) RCP Parameters 

 Parameters Value Description 
1 Transaction 

Expiration 
Time (ETRCP) 

Time Maximum time for completion of a transaction after which peer parties 
should revert to an alternative procedure. The rate at which a transaction 
expiration time can be exceeded is determined by the continuity 
parameter. 

2 95% 
Transaction 
Time 
(TT95) 

Time95% Time before which 95% of the transactions are completed. This is the 
time at which controllers and pilots can nominally accept the system 
performance and represents normal operating performance. 

3 Continuity 
(CRCP) 

Probability That the transaction will be completed before the transaction expiration 
time, assuming that the communication system is available when the 
transaction is initiated. 

4 Availability 
(ARCP) 

Probability That the communication system between the two parties is in service 
when it is needed. 

5 Availability 
(AProvision) 

Probability That communication with all aircraft in the area is in service. 

6 Integrity (IRCP) Acceptable 
Rate 

Of transactions completed with undetected error. 

 
 The following diagram shows two RCP parameters (Transaction Expiration Time and 95% Transaction Time) 
in the time sequenced messaging. 
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Fig.3-9 Time related Operational Performance Parameters 

 
The values, which appear in the following table, are provided as an example. 
 

Table3-2 ; Example RCP Type Values Table (Table F-2 in RTCA DO-264, Annex F) 
 

 Performance Parameters Planning  Strategic  Tactical 
 RCP Type  900  500  500A 
1 Transaction Expiration Time  900 sec  500 sec  500 sec 
2 95% Transaction Time  750 sec  300 sec  150 sec 
3 Continuity  0.99  0.99  0.999 
4 Availability of Use  0.99  0.99  0.99 
5 Availability of Provision  0.9999  0.9999  0.9999 
6 Integrity  10-5 10-5 10-5 
 
There are two additional parameters related to RCP above. 

Table 3-3 Human Response Performance Parameter 

7 TH95 95% Human 

response Time: 

Time that a human needs to perform a response 95% of the time. The 
starting point is at the instance when the intended recipient has 
received and displayed a message. The end point is at the instance 
when the same recipient sends the response back to the initiator. 

  
Table 3-4 Technical Performance Parameter 

8 TD95 95% Transit Delay Time before which 95% of the transmissions are completed. 

The starting point is at the instance when the originator hits the send 
button on the HMI. The end point is at the instance when the 
recipient has received a message on the HMI. 

4. Planning Performance  
4.1 Performance Requirements 
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In order to decide the performance requirements, it has to be identified who is deciding them, what is to be 
decided, how it is decided and how it is stated/documented. 

The RCP to be decided has been shown in the previous sections. 
In the following sections, the organizations(ICAO Panels , PRIGS and others) to be responsible are given, 

and also how to derive the RCP and how to document them are described. 
 
4.2 Deriving Performance Requirements 
 

What is expected for PIRGs to decide and state requirements prior to the ATN Communication 
implementations? The following figure suggests a decision flow on the requirement statements  

 
 

Transaction 
Models 

RCP models

Separation 
 

Models 

  

Operational & Environment Definition 
Based on Data Communication, 

Regional Implementation 

 
OPLINKP 

 

 
SASP 

 

 
PIRGS 

 

Completed 
Performance Template 

 

 

Surveillance
RSP 

models 

 
Fig.4-1 Process of Operational Performance Determination 

 
The ICAO Panels (OPLINKP, SASP, and so forth) would develop the RCP models and others which give a 

framework for PIRGs to clarify the environments and operations based on data communications in the region 
for defining the requirements on data communications. 

What have to be taken into considerations for defining the requirements? For the environment considerations, 
the characteristics of airspace are influential, and the (operational) services (e.g. separation service) provided 
also affect the requirements. 

It is suggested to develop Performance Requirements for each environment identified ,where data link 
application is used, together with the associated services in the environment. 

 
The following flow diagram depicts the requirement derivation process provided in RTCA DO-264(Annex 

C). 
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Fig.4-1 Suggested (Detalied) Process of Operational Performance Determination 

It should be noted here that the process to determine the Required Communication Performance starts at by 
defining the scenarios, then determine the RCP ( i.e. RCP Type) which is independent to technology. After that 
Human Performance is analyzed, the Technical Performance (RCTP) is determined. The RCTP is allocated to 
the Domains. 
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4.3 Stating Performance Requirements 
 

After determining the RCP, it has to be documented, preferably in a standard form.  
As an example, the following template for documenting the determined RCP, given in RTCA DO-264(Annex 

C) is shown. 
Fig.4-3 Example of Operational Performance Template 

Operational Services and Environment Definition 
 

OPERATIONAL CHARACTERISTICS 
 Primary Supplemental 
ATC Data Link means:   
ATC Voice means:   
 
Flight Phases: Yes No 
 Oceanic/Remote:   
 Offshore:   
 En route/Domestic:    
 Terminal:    
 Takeoff:    
 Approach:    
 Landing:    
 Airport Surface:    
 
Air Traffic Complexity: Yes No 
 Altitude transition:   
 Crossing traffic:    
 Speed management:    
 
Route Configuration: Yes No 
 Fixed Tracks:   
 Flexible Tracks:   
 
Type of Control: Yes No 
 Procedural:   
 Tactical:   
 
Other: Yes No              => If yes, qualify constraints 
 FIR and ATC sector structure 
 Multiple Sectorization:   Special Use Airspace:   
 Topographic Constraints:   
 Weather Constraints:   
 
Separation Minima 
 Lateral  Nautical Miles 
 Longitudinal  Nautical Miles 
 Vertical  Feet 
TRAFFIC CHARACTERISTICS (Anticipated for traffic growth over capability life cycle) 
  
 Aircraft Throughput  Aircraft per Sector per Hour 
 Track Occupancy  Aircraft on Same Track per Controller 
 Sector Traffic Density  Aircraft per Sector 
 Navigation Requirements (RNP)  Surveillance Requirements 
For each type of aircraft, provide the following information: 
 CNS equipment of aircraft: 
 Aircraft performance: 
 Speed: 
 Altitude: 
 Climb/descent: 
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TECHNICAL CHARACTERISTICS 
 
Network Data Architecture: Yes No 
 ACARS Based:   
 ATN Based:   
 
Sub-network Coverage:   Totally  Partially / None 
 VHF Data:   
 SATCOM data:    
 HF data:    
 Mode S:    
 HF Voice:    
 VHF Voice:    
 UHF Voice:    
 SATCOM Voice:    
 Other:  
 
AVAILABILITY CHARACTERISTICS 
 
Operational community should evaluate how frequently and for what duration service loss may be tolerated from a 
safety and efficiency perspective, qualitatively and quantitatively, and is based on a representative sample of experts in 
the field. 
 
Acceptable loss of operational communication process (single controller/pilot): 
 QOPLLOCP  = X outage duration / Y operation duration 
 
Acceptable loss of service (controller/all aircraft): 
  QOPLLOS  = X service outage duration / Y service operation duration 
  
VOLUME CHARACTERISTICS 
 
 Maximum volume of ATC transaction exchanged:   per Hour per Aircraft 
 Maximum number of aircraft:     per Area 
 Maximum message traffic density:    per Hour per Area  
(The traffic density should reflect the expected total number of AOC, APC or ATC messages transmitted using air ground data link 
path) 
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ATS supported by Data/Voice Communication Type: EMERGENCY 
 
Note: the exercise should be performed on the more stringent Emergency procedure in terms of operational constraint 
 
Service Sequence Chart 
 Single message  Multiple message Route clearance type msgs 
 Typical Message Size:    
 (Single, multiple or route clearance like) 
 

T
R
A
N
S
A
C
T
I
O
N

Initiator Responder

Sec
95% Human
Response
Time (HT)

Sec
Transaction

Expiration
Time(ET)

Sec
95%

Transaction
Time (TT)

Operational
Data link service
Initiation

Operational
Data link service
Completion

REQUEST

RESPONSE

 
 
 
CONTINUITY CHARACTERISTIC 
 
Continuity is determined from an assessment of the effects of an unexpected interruption of a transaction.  How 
frequently the effect of unexpected interruption can be tolerated from a safety and efficiency perspective is quantified.  
The continuity requirement is a function of the tolerable unexpected interruptions. 
 
Quantity of acceptable failed transactions:  
(When the maximum time allowed is expired for the transaction) 

QOPLUIT  = X transaction(s) per 10y transactions 
 
INTEGRITY CHARACTERISTIC 
 
Integrity is determined from an assessment of the effects of an undetected corrupted transaction.  How frequently the 
effect of undetected corruption can be tolerated from a safety and efficiency perspective is quantified.  The integrity 
requirement is a function of the tolerable undetected corrupted transactions. 
 
Quantity of acceptable undetected corrupted transactions:  
QOPLUCT  = X transaction(s) per 10y transactions 
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ATS supported by Data/Voice Communication Type: TACTICAL 
 
Note: the exercise should be performed on the more stringent tactical procedure in terms of operational constraint 
 
Service Sequence Chart 
         Single message Multiple message Route clearance type msgs 
 Typical Message Size:    
 (Single, multiple or route clearance like) 
 

T
R
A
N
S
A
C
T
I
O
N
1

T
R
A
N
S
A
C
T
I
O
N
2

Initiator

Sec
95% Human
Response
Time (HT1)

 Sec
Transaction#1

Expiration
Time (ET1)

Sec
95%

Transaction#1
Time (TT1)

 Sec
95% Human

Response
Time (HT2)

Sec
Transaction#2
Expiration
Time (ET2)

  Sec
95%
Transaction#2
Time (TT2)

Operational
Data link service

Completion

Operational
Data link service
Initiation

Responder

REQUEST

CLEARANCE

ACKNOWLEDGE

 
 
 
CONTINUITY CHARACTERISTIC 
 
Continuity is determined from an assessment of the effects of an unexpected interruption of a transaction.  How 
frequently the effect of unexpected interruption can be tolerated from a safety and efficiency perspective is quantified.  
The continuity requirement is a function of the tolerable unexpected interruptions. 
 
Quantity of acceptable failed transactions:  
(When the maximum time allowed is expired for the transaction) 

QOPLUIT  = X transaction(s) per 10y transactions 
 
INTEGRITY CHARACTERISTIC 
 
Integrity is determined from an assessment of the effects of an undetected corrupted transaction.  How frequently the 
effect of undetected corruption can be tolerated from a safety and efficiency perspective is quantified.  The integrity 
requirement is a function of the tolerable undetected corrupted transactions. 
 
Quantity of acceptable undetected corrupted transactions:  
QOPLUCT  = X transaction(s) per 10y transactions 
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ATS supported by Data/Voice Communication Type: STRATEGIC 
 
Note: the exercise should be performed on the more stringent strategic procedure in terms of operational constraint 
 
Service Sequence Chart 
        Single message Multiple message Route clearance type msgs 
 Typical Message Size:    
 (Single, multiple or route clearance like) 

T
R
A
N
S
A
C
T
I
O
N
2

T
R
A
N
S
A
C
T
I
O
N
1

Initiator Responder

Sec
95% Human
Response
Time (HT1)

Sec
Transaction

Expiration
Time (ET1)

Sec
95%

Transaction
Time (TT1)

Sec
95% Human

Response
Time (HT2)

Sec
Transaction
Expiration
Time (ET2)

Sec
95%
Transaction
Time (TT2)

Operational
Data link service

Completion

Operational
Data link service
Initiation

REQUEST

STANDBY

CLEARANCE

ACKNOWLEDGE

 
CONTINUITY CHARACTERISTIC 
 
Continuity is determined from an assessment of the effects of an unexpected interruption of a transaction.  How 
frequently the effect of unexpected interruption can be tolerated from a safety and efficiency perspective is quantified.  
The continuity requirement is a function of the tolerable unexpected interruptions. 
 
Quantity of acceptable failed transactions:  
(When the maximum time allowed is expired for the transaction) 

QOPLUIT  = X transaction(s) per 10y transactions 
INTEGRITY CHARACTERISTIC 
 
Integrity is determined from an assessment of the effects of an undetected corrupted transaction.  How frequently the 
effect of undetected corruption can be tolerated from a safety and efficiency perspective is quantified.  The integrity 
requirement is a function of the tolerable undetected corrupted transactions. 
 
Quantity of acceptable undetected corrupted transactions:  
QOPLUCT  = X transaction(s) per 10y transactions 
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ATS supported by Data/Voice Communication Type: PLANNING 
 
Note: the exercise should be performed on the more stringent information procedure in terms of operational constraint 
 
Service Sequence Chart 
         Single message Multiple message Route clearance type msgs 
 Typical Message Size:    
 (Single, multiple or route clearance like) 

T
R
A
N
S
A
C
T
I
O
N
2

T
R
A
N
S
A
C
T
I
O
N
1

Initiator Responder

Sec
95% Human
Response
Time (HT1)

Sec
Transaction
Expiration

Time (ET1)

Sec
95%

Transaction
Time (TT1)

Sec
95% Human

Response
Time (HT2)

Sec
Transaction
Expiration
Time (ET2)

Sec
95%
Transaction
Time (TT2)

Operational
Data link service

Completion

Operational
Data link service
Initiation

REQUEST

STANDBY

CLEARANCE

ACKNOWLEDGE

 
CONTINUITY CHARACTERISTIC 
 
Continuity is determined from an assessment of the effects of an unexpected interruption of a transaction.  How 
frequently the effect of unexpected interruption can be tolerated from a safety and efficiency perspective is quantified.  
The continuity requirement is a function of the tolerable unexpected interruptions. 
 
Quantity of acceptable failed transactions:  
(When the maximum time allowed is expired for the transaction) 

QOPLUIT  = X transaction(s) per 10y transactions 
INTEGRITY CHARACTERISTIC 
 
Integrity is determined from an assessment of the effects of an undetected corrupted transaction.  How frequently the 
effect of undetected corruption can be tolerated from a safety and efficiency perspective is quantified.  The integrity 
requirement is a function of the tolerable undetected corrupted transactions. 
 
Quantity of acceptable undetected corrupted transactions:  

QOPLUCT  = X transaction(s) per 10y transactions 
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4.4 Planning for Monitoring, Evaluating and Improving Performance  
 

Once the Required Communication Performance is planned (i.e. derived and stated) and installed, the 
performance is monitored, evaluated and improved as necessary. 

At the planning stage, the monitoring points, the measurement metrics and parameters are necessary to be 
identified. 

Following the Guidance Materials of ATN System Management Services, the monitoring points, 
measurement metrics and parameters are listed below. 
 

The following figure shows the possible monitoring points (a through e) in ATN Communication Services. 
 
 

Fig.4-4 Performance Monitoring Points  
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The previous figure  Fig.4-4 of monitoring points can be re-organized to the following figure Fig.4-5 in terms of a hierarchy of services and 
communication elements. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.4-5 Performance Monitoring Points Diagram 
 
The monitoring points then are listed as in the Table 4-1 below. 

 
Table 4-1 Performance Monitoring Points 

 
 User/Automated System Application ASE Transport (in Communication Service) 
End to End Service End to End User Service 

(Operational Requirements) 
End to End ASE Service  End to End Transport Service 

(Service Level Agreement with ISP) 
End System  End System Monitoring (Upper Layers) End System Monitoring (Lower Layers) 
Path Segment    Path Segment Monitoring 
Sub-network    Sub-network Performance Monitoring 
Router    Router Performance Monitoring 

User/ Automated System 
(Operational Requirements) 

(ATN) Applications 

ASE 

Communication Service 

End System 
 

Upper Layer 

End System 
Lower Layer 

Router 
 

Sub-network 
 

Path 
 

ISP 
(Service Level 

Agreement) 
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Based on the Performance Monitoring Points listed above, the Performance Metrics for each Monitoring 
Points are listed as follows;  
 

Table 4-2 Performance Metrics for each Monitoring Point Type 
Monitoring Points Performance Metrics 
End to End Service z Availability 

z Reliability 
z Continuity 
z End-to-End Transfer Delay 
z Integrity 
z Throughput 
z Connection Establishment Delay 

General Requirements (Air-Ground) 
z Probability of non-receipt of a message 
z Probability that non-receipt of a message will fail to be 

notified 
z Probability that a message will be misdirected 

Application Specific 
Requirements 

See the following Table 4-4 as an example 

Operational 
Requirements 

Transfer Delay See the following Table 4-5 as an example. 
End System z Internal Performance of Systems 
Path Segment z Reliability 

z Transit Delay 
z Integrity 
z Throughput 

Sub-network z Availability 
z Reliability 
z Transit Delay 
z Continuity 
z Integrity 
z Throughput 
z Connection Establishment delay 
z Data loss rate 

Packet Forwarding z Packets successfully forwarded 
z Percentage of packet discarded 

Routing Updates z Availability 
z Reliability 
z Continuity 
z Time elapsed from a change in the network topology to 

this change being reflected in all affected routing tables 

Router 

Air-Ground Routers z Number of Air-Ground virtual circuits supported at any 
time 

z Number of IDRP adjacencies 
Service Level Agreement with ISP z Reliability 

z Transit Delay 
z Throughput 
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Table 4-4 Application-specific Performance Requirements 

 
Application Availability Integrity Reliability Continuity 

CM / DLIC 99.9% 10-6 99.9% 99.9% 

ADS 99.996% 10-7 99.996% 99.996% 

CPDLC 99.99% 10-7 99.99% 99.99% 

D-FIS 99.9% 10-6 99.9% 99.9% 

AIDC 99.996% 10-7 99.9% 99.9% 

ADS-B 99.996% 10-7 99.996% 99.996% 

  
Table 4-5 Transfer Delay Performance Requirements 

 
Performance Levels 
(ATSC Class)  

Mean End-To-End 
Transfer Delay (sec) 

95% End-To-End 
Transfer Delay (sec) 

99.996% End-To-End 
Transfer Delay (sec) 

A 0.5 0.7 1 

B 1 1.5 2.5 

C 2 2.5 3.5 

D 3 5 8 

E 5 8 12.5 

F 10 15 22 

G 12 20 31.5 

H 15 30 51 

I 30 55 90 

J 60 110 180 

 
 
 

 



The following Table 4-6 shows the detailed parameters for the Performance Management Objectives identified. 
 

Table 4-6 Metrics/Parameters for ATN Performance based on the ATN Performance Management Requirements 
 

No A/G  
G/G 

Objectives Metrics 
(Metrics in the previous table to be 

applied) 

Detailed Measurement Parameters 

Availability z Successful attempt to use the service 
z Failed attempt to use the service 
z Connection re-tried 

Reliability z Number of messages sent to a given destination 
z Number of those received without errors by that 

destination 
z Residual error not detected by the destination(by 

manual analysis) 
Continuity z Service interrupted 

z Corresponding resumption of service 
End to End Transfer Delay z Transmission time and reception time of each message 

z Transport round trip delay 
Integrity z Message delivered successfully 

z Message delivered with errors not detected 
z Message with errors in fact message is correct 
z Probability of errors being mis-detected 
z Message rejected 

Throughput z Number of messages sent(size and time) 

1 A/G 
& 
G/G 

End User QoS  
Measurement 
 

Connection Establishment Delay z Time to establish a transport connection 
z Time to establish a connection using Dialogue Service 
z Time to establish an application specific relationship 

2 A/G 
& 
G/G 

End System(Lower Layer) 
Monitoring 

Internal Performance of System z Number and size distribution (mean and max)  of 
packets sent and received at the internet level, for each 
priority and ATSC class, and possibly ISP(Internet 
Service Provider). 

z Transit delay of a packet through the End System 
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Availability z Successful attempt to use the service 

z Failed attempt to use the service 
Reliability z Number of messages sent  

z Number of messages received  
Transit Delay z (Connection Oriented mode) Can  use  

acknowledgement mechanism; it is not suitable for 
end-to-end sub-network and real time. 

z (Connectionless mode)Using special link level test 
packet with time-stamp or using CLNP echo for the 
round trip delay; it needs a special care to segregate 
the sub-network from multiple hops and to segregate 
the internal processing time in the system(Router/ End 
System); 

Continuity 
(depends on sub-network type) 

z Service Interruption 
� (Connection oriented mode) un-commanded loss 

of a sub-network connection or 
� inability of the sub-network to accept data for 

sending on the established connection 
� (Connectionless mode) transmission failure 

z Resumption of Service 
� (Connection Oriented mode) Successful 

re-establishment of connection 
� (Connectionless mode) The time of the next 

successful transmission attempt 

3 A/G 
& 
G/G 

Sub-network Service 
Monitoring 

Integrity z (Connectionless mode) CLNP header checksum; it is 
not mandatory in the ATN SARPs for End System to 
generate. 

z Deflate checksum (whole packet checksum); it is 
optional. 

z Number of packets sent over the sub-network 
z Number of packets received over the  sub-network 
z Number of packets rejected by the sub-network 
z Number of packets received with a failed CLNP 

header checksum or Deflate checksum failure 
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Throughput z Number of messages sent (size and time) over each 
communication path; offline analyses required. 

   

Connection Establishment Delay (Connection Oriented mode only) 
z The time of each sub-network connection initiated 
z The time of successful connection establishment 

Reliability z Number of packets on entry and exit 
Throughput z Number of packets on entry and exit 

4 A/G 
& 
G/G 

Measurement of Path Segment 
performance 

Transit delay z Each individual packet on entry and exit, or  
z Sample packet on the link or  
z Periodic echo packet on the data flow 

5 A/G 
& 
G/G 

Monitoring for Excess Capacity Throughput z Peak throughput 

6 A/G 
& 
G/G 

Planning Future Capacity  z Network Design Models 
z Data volumes for each sub-network on a point to point 

basis and during each sample period 
z Data volumes( both bytes and packets) handled by 

each Router during each sample period 
Indicating the need for Additional 
Capacity 

z Queuing delay for packet transmission; average queue 
length during a sample period( or absolute queue 
delay per packet) 

Indicating When Additional 
Capacity is no longer Needed 

z Queuing delay for packet transmission; average queue 
length during a sample period( or absolute queue 
delay per packet) 

7 A/G 
& 
G/G 

Dynamic (Sub-network) 
Capacity Management 

Adding and Removing Additional 
Sub-network Capacity 

z It needs System Management Action 

8 A/G 
& 
G/G 

Router Forwarding 
Measurement 

Integrity z Packets successfully forwarded 
z Percentage of packet discarded 
z Reasons packets discarded 

9 A/G 
& 
G/G 

Router Key Parameters 
measurement 

Internal Performance of System z System parameters(e.g. memory utilization) 
z The number of entries in the Forwarding Information 

Base(FIB) 
10 A/G 

& 
G/G 

Measurement Route 
Convergence Times 

Internal Performance of System z Routing events 
z Clock synchronization accuracy 

11 A/G  Air-Ground Router  z Establishment and termination of adjacencies with 
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Overhead Measurement Airborne Router 
z Establishment and termination of sub-network 

connection with Airborne Router 
z Maximum number of adjacencies and sub-network 

connections 
Reliability z Number of packets on entry and exit 
Throughput z Number of packets on entry and exit 

12 A/G 
& 
G/G 

Analysis of Data Stream 
Performance 
(depends on the Service Level 
Agreements with ISP(Internet 
Service Providers) 

Transit delay z Each individual packet on entry and exit, or  
z Sample packet on the link or  
z Periodic echo packet on the data flow 

Reliability z Same as others but the aggregated values  
 

Throughput z Same as others but the aggregated values 
 

13 A/G 
& 
G/G 

Monitoring of Service Provider 
Compliance by Aggregate Data 
Flow 
(depends on the Service Level 
Agreements with ISP(Internet 
Service Providers) 

Transit delay z Same as others but the aggregated values 

14  A/G 
& 
G/G 

Monitoring of User Message 
Delivery  

Integrity z Mis-delivered user message 
z Not delivered to the intended recipient(lost or 

mis-delivered) with notification to the originator 
z Not delivered to the intended recipient(lost or 

mis-delivered) with no notification to the originator 
15 A/G 

& 
G/G 

Monitoring of User Message 
transfer Times 
(depends on the types of 
applications) 

Transfer Delay (Conformed Service, e.g. LACK in CPDLC) 
z Round trip time based on the acknowledge procedure 

of applications; it needs to factor out the processing 
time in the system. 

(Unconfirmed Services) 
z Measurement based on timestamp, clock 

synchronization, or system management echo 
function. 

(For both cases) 
z Factor out human response time, system processing 

time. 
Note; It should be noted that the monitoring points/parameters listed above are not guaranteed to be technically or practically feasible. For the 
details, consult to the original document; ICAO Doc 9739, Part V, section 2.2.2. 
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Note; Two Performance metrics; Elapsed Time and Throughput: 
There are two metrics of time related performance measurements; elapsed time and throughput. 
The elapsed time is the time difference between the service requested and the service completed for a service 

requested. The throughput is the number of services processed during a certain time interval. The utilization of 
system providing services is closely related to the throughput. 

The elapsed time is the metric related to the individual service request, while the throughput is the server wide 
metric of performance, counting the number of the completed services in a sampling duration, and the utilization 
is the rate of system busy during a sampling duration. 

There is a close relationship between the elapsed time and the utilization of the server. If there is no other 
service request, i.e. zero utilization at the time, the service requested can be served immediately without any 
extra delay. The more services are requested, the more chances for waiting in the server queue, and the queue 
will be built up proportional to the rate of service requests. The higher utilization means the larger elapsed time, 
hence the larger delay on the average.  
If D0 denotes the delay when the network is idle, and U is a value between 0 and 1 that denotes the current 

utilization, the effective delay D is given by a simple formula; 
D = D0 / (1-U) 
See, for instance D.E. Comer, ‘Computer Networks and Internets’, Third Edition, Prentice Hall, 2001 
It implies that, if the system is experiencing the 50% utilization currently, the delay will be doubled on the 

average. If preoccupied with the utilization, the elapsed time will be sacrificed. 
The things will be complicated further in a network with the multiple paths of services and the multiple stages 

of servers.  
If the throughput or utilization is adopted as a performance metric, it is important to select an appropriate 

sampling duration of monitoring, for instance, the peak throughput or utilization is significantly different from 
the daily average throughput or utilization. 

 
Note; Link Level Performance 
The Data Link Level performance is the basic element of the network performance, but in a network like the 

ATN, the Data Link Level performance is less visible and possibly less relevant. The ultimate services are the 
End User Services, or the application level services. Also from the communication service provision viewpoint, it 
is important to manage the network and inter-network level performance. But the data link level within a 
sub-network is less visible, since the communication within a sub-network is dynamic and correlating the 
individual data link performance to the network level performance is a hard task, and some links of a 
communication path may be managed by different organizations, and it is again hard to collect the detailed 
performance information.  

Another reason of the invisible link level performance is that the whole sub-network or communication path 
may be supported by some independent service providers, and the detailed data link level is again invisible from 
the outside. 

The IDRP (Inter-Domain Routing Protocol) adopted by the ATN is based on the principle that each domain does 
not need to expose the routing details within a Domain to the outside. It is only necessary to show the Quality of 
Service Parameter values at the entry/exit points of the domain. Such a scheme makes the detailed Data Link 
Level Performance information invisible to the outside of the sub-network. 
 
 
 
5. Summary 
 
The current document provides the guidelines for the performance related considerations. In the document, the 

performance related activities are listed first. The definition of performance and the performance planning are 
elaborated further.   
Regarding the definition of performance, the OPLINK Panel is developing the ICAO Manual on the RCP. The 
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target date of the document is the year 2005 at the OPLINK Panel. Although the concept of RCP has already 
been developed by the OPLINK Panel, after receiving the States’ responses to the State letter, it is decided by the 
ANC for the OPLINK Panel to further develop the Guidance Materials on Communication Performance. One of 
the significant outcomes may be the fixing the RCP types. 
 Although the concept of RCP is established, the detail materials, especially on the definitions of RCP ( the 

diagrams and/or the descriptions of the chapter 3, in particular) may be required to be modified based on the 
outcomes of the OPLINK panel discussions and documentation. The other chapters are stable. 
The specific parameter values are given as the examples in the document. In future, the specific RCP parameter 

values (or the ranges of values) for a specified ATS functions and the airspaces may be given, which currently are 
not determined yet. 
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Appendix 1 RTCA DO-264 Annex F; 
 
 
Annex F – OPA GUIDANCE 
This annex provides guidance on how to define the performance requirements of any air 
traffic services supported by data communication. 
F.1 Introduction 
F.1.1 Purpose 
This paper provides the method for performing a CNS/ATM operational performance 
assessment (OPA). The structure of the document reflects the cycle inherent in the OPA process. It 
also sets the mathematical principals and tools to be used. 
F.1.2 Scope 
The CNS/ATM OPA described here is an assessment of the performance of air traffic 
services supported by data communications, within the context of the entire airspace system. The OPA 
envisages some combined work groups and some assessments by individual stakeholders. The 
CNS/ATM OPA document was developed while considering air traffic services supported by data 
communications. OPA methods are used to establish performance objectives or high level 
requirements needed to attain a particular operational capability in a defined operational environment. 
Such requirements are allocated to parts of the system, procedures, or airspace characteristics. 
Qualification means are then applied to development activities to ensure that specific implementations 
satisfy these requirements with acceptable levels of confidence. In considering a multi-organizational 
system, the allocated requirements go beyond the control of any one State or organization. 
F.2 OPA Process 
The steps undertaken in the OPA are: 
� determine the required communication performance type (RCP Type), 
� determine the required communication technical performance (RCTP) and human 

performance, and 
� allocate RCTP to elements of the CNS/ATM system. 
F.3 Define the Scenario 
Based on the work done in the operational service and environment definition (OSED), the various 
transactions should be analyzed and provide the appropriate input for the RCP determination. 
F.4 Determine RCP Type 
The objective of this sub-section is to provide a methodology to determine the required 
communication performance (RCP), which identifies high level data link performance 
characteristics expected by users and guarantees ATM safety and efficiency. The RCP type should be 
derived from the information that is gathered in the OSED. 
F.4.1 Required Communication Performance 
Required communication performance, published for a given airspace or for an intended service, 
provides a quantitative requirement of the communication portion of the CNS concept. ATS service 
providers specify RCP types in order to qualify a system to gain specific operational benefits. RCP 
types are technology independent and include human performance. RCTP is used to quantify technical 
system performance requirements. Installed communication performance (ICP) is the qualified 
technical performance level and is compared to RCTP. Achieved communication performance (ACP) 
is the measured operational performance level, in order to determine operational approval and monitor 
performance, and is compared to RCP. Aeronautical communication services may be considered as 
two-way transactions because communication involves a dialog between two parties. For example, a 
transaction involving a request for clearance and subsequent clearance delivery can be thought of as 
one transaction, the clearance delivery and subsequent operational response can be thought of as 
another transaction, even though the two transactions overlap.  
 
The RCP is the operational framework to express the communication performance necessary for 
operation within a defined airspace or to perform a specified operation. When determining airspace 
requirements, an RCP is determined according to safety analysis and operational needs and is 
specified for ATS operational service for a given region that is deemed necessary for safe and efficient 
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operation of the airspace. The RCP is independent of the technology used and applicable to voice and 
data communication. 
 
The RCP type is specified in terms of a set of parameters needed to quantify the performance of the 
communications transaction. The denomination of RCP type is provided by one of its parameters: the 
transaction expiration time.  
 
The RCP type is further defined by a set of parameters listed in the following table. 
parameters Value Description 
Transaction Expiration 
Time (ETRCP) 

Time Maximum time for completion of a transaction after which peer 
parties should revert to an alternative procedure. The rate at which a 
transaction expiration time can be exceeded is determined by the 
continuity parameter. 

95% Transaction Time 
(TT95) 

Time95% Time before which 95% of the transactions are completed. This is 
the time at which controllers and pilots can nominally accept the 
system performance and represents normal operating performance. 

Continuity (CRCP) Probability That the transaction will be completed before the transaction 
expiration time, assuming that the communication system is 
available when the transaction is initiated. 

Availability (ARCP) Probability That the communication system between the two parties is in 
service when it is needed. 

Availability (AProvision) Probability That communication with all aircraft in the area is in service. 

Integrity (IRCP) Acceptable 
Rate 

Of transactions completed with undetected error. 

Table F-1 RCP Set of Parameters 
In principle each data link transaction would have an RCP Type, however, given the number of 
possible transactions, the process has to be simplified. The simplification consists in grouping 
transactions into broad categories and publishing a global RCP type for a type of airspace, based on 
the most stringent transaction to be provided. 
The RCP types are expressed in a table that gathers the performance characteristics. An RCP type 
identifies each column. Table F-2 provides examples of hypothetical RCP types. 
 
The values, which appear in this table, are provided as an example. 

Performance Parameters Planning  Strategic  Tactical 
RCP Type  900  500  500A 
95% Transaction Time  750 sec  300 sec  150 sec 
Transaction Expiration Time  900 sec  500 sec  500 sec 
Continuity  0.99  0.99  0.999 
Availability of Use  0.99  0.99  0.99 
Availability of Provision  0.9999  0.9999  0.9999 
Integrity  10-5 10-5 10-5 

 
Table F-2 Example RCP Type Values Table 

 
 
F.4.2 Determination of RCP Parameters 

The objective of this paragraph is to provide guidance to determine the RCP parameters. The 
methodology developed here could be applied for both voice and data communication. This paragraph 
introduces the terms quantitative operational performance level (QOPL) and quantitative safety 
performance level (QSPL). The QOPL is intended to convey the performance expectations from 
operators and ATS providers as identified in the OSED. The QSPL is intended to convey a 
quantitative value based on the OSA results (refer to Section 4.1.2.1c and Annex E.3.1.2). 
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F.4.2.1 Determining RCP Type 
The RCP type is a parameter created in order to differentiate the different types of RCP. The 
denomination of RCP type is provided by the transaction expiration time: 

� The first number of RCP type is elaborated by the transaction expiration time value expressed in 
seconds.  

� The second number indicates a version number, and is incremented each time a new set of RCP 
type is created with the same transaction expiration time. 

This method is used for each category of message: planning, strategic, tactical, or emergency. 
 
F.4.2.2 Determining Transaction Expiration Time and 95% Transaction Time 
The “transaction expiration time” (ET) is the minimum “transaction expiration time” of the set of 
transactions used within a given airspace or for an intended service as defined in the OSED. The 
“95% transaction time” (TT) is the minimum “95% transaction time” of the set of transactions used 
within a given airspace or for an intended service as defined in the OSED. 
ETRCP = Min {ETx} 
TTRCP = Min {TTx} 
F.4.2.3 Determining Continuity 
Continuity is a function of the QSPL associated with unexpected interruption of the transaction (UIT). 
Continuity (of service) can be affected by operator and ATS provider expectations, which provide the 
basis for the QOPL and are validated by the OSA, which provides the basis for the QSPL. However, 
the more stringent value between either QOPL or QSPL is used to determine the minimum continuity 
requirement for approval: More Stringent:  
CRCP = 1- QSPLUIT or, CRCP = 1- QOPLUIT 
F.4.2.4 Determining Availability 
Availability of the service provision is a function of the QSPL associated with loss of the service 
(LOS) to all aircraft in the area. Availability (of service) can be affected by operator and ATS provider 
expectations, which provide the basis for the QOPL and are validated by the OSA, which provides the 
basis for the QSPL. However, the more stringent value between either QOPL or QSPL is used to 
determine the minimum availability requirement for approval: 
More Stringent: 
Aprovision = 1- QSPLLOS or, Aprovision = 1- QOPLLOS 
From the perspective of service use, “availability for use” (Ause) is the ability to initiate the 
operational communication process when it is needed. The Ause is the availability of this process 
between a controller and a pilot. Availability of use is a function of the QSPL associated with the loss 
of the operational communication process. Availability can be affected by operator and ATS provider 
expectations, which provide the basis for the QOPL associated with the loss of the operational 
communication process and are validated by the OSA, which provides the basis for the QSPL. 
However, the more stringent value between either QOPL or QSPL is used to determine the minimum 
availability requirement for approval. 
More Stringent: 
Ause = 1- QSPLLOCP 
or, 
Ause = 1- QOPLLOCP 
The availability parameter for the RCPtype is based on the availability for use. 
ARCP = Ause 
F.4.2.5 Determining Integrity 
The determination of the integrity depends on the type of message which has to be transmitted, 
because the consequences of a corrupted message passing through the communication path are 
different depending on whether the message is a planning message, a tactical message, a strategic 
message, or an emergency message. When determining integrity, safety objectives and requirements 
should be considered. Integrity (of service) is the QSPL associated with undetected corruption of the 
transaction (UCT). Integrity can be affected by operator and ATS provider expectations, which 
provide the basis for the QOPL and are validated by the OSA, which provides the basis for the QSPL. 
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However, the more stringent value between either QOPL or QSPL is used to determine the minimum 
integrity requirement for approval. 
More Stringent: 
IRCP= 1- QSPLUCT 
or, 
IRCP= 1- QOPLUCT 
 
F.5 Allocate RCP to Human Performance and RCTP 
The RCP for an ATS communication system includes the human performance and the technical 
performance (RCTP). To determine the RCTP of a system, the human performance is first determined 
for each performance parameter. For the performance requirements of RCP that are specified as 
distributions and probabilities, a statistical analysis is accomplished to properly allocate the RCP 
performance parameters between the human and technical aspects. For a given system, the analysis is 
performed to determine the independence of the human performance probabilities and technical 
performance probabilities. If independence can be determined, then simplified statistical mathematics 
may be used to derive RCTP from RCP. If these assumptions are not valid, all the following formulas 
need to be reevaluated. To declare independence of the human and technical system probabilities, the 
events must be mutually exclusive. The occurrence of a given event must not affect the probability 
any other event occurring. If independence between the human performance and technical 
performance can be proven, the following theories can be utilized to perform the analysis. This allows 
for the 
performance parameters to be allocated between the human and technical system without having to 
solve complex mathematics. 
Data Sources 
The magnitude of the human contribution in respect to workload, human reaction time and procedures 
should be determined in the OSED. Other sources of data, such as that for pilots, should be consistent 
with existing regulatory requirements. 
F.5.1 Analysis of Human Performance 
The human performance component of the ATS system has a determined starting point and ending 
point in the exchange of ATS communications. There are three human contributions to the 
performance: 
� At the initiation of the transaction when the initiator prepares the message. 
� When the responder receives and formulates the response, the starting point is at the 

instance when the controller or flight crew has received and displayed an ATS message. 
The end point is at the instance when the same controller or flight crew sends the 
response back to the initiator. 

� When the initiator accesses the response. 
In this process, the main factor of human performance that has a dependence on the systems 
technological performance is the human machine interaction. Making an association of the human 
factor issues with the transaction time, expiration time, availability, continuity and integrity 
parameters of the RCP concept may summarize the 
contribution of the human to the communication performance. 
 
The following guidance for human performance credit has been developed to determine the human 
contribution to the communication performance including hazard identification, conflict resolution or 
crisis management. 
F.5.1.1 95% Transaction Time 
The human contribution to the 95% RCP transaction time should be determined by the 
controller and pilot community by considering the total 95% transaction time requirement and 
apportioning what they determine they can achieve. The human contribution to the 95% RCP 
transaction time could be based on analysis of data collected on a representative CNS/ATM system. 
F.5.1.2 Continuity and Expiration Time 
The overall continuity reflects the probability of exceeding the transaction expiration time. Therefore 
the expiration time and continuity requirements must be allocated as a pair to both the human and the 
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system. While the assumption is that the human is always available, the human may introduce delays 
in the communication process due to reasons such as workload. When the delay is long enough to 
cause the transaction to fail, the human causes a loss of continuity. The human contribution to the 
expiration time and loss of continuity should be determined from information provided by the 
controller and pilot communities by considering what they believe can be achieved by the human. 
F.5.1.3 Availability 
The assumption is that the required humans are always available for performing their role in the 
communication transaction. 
F.5.1.4 Integrity 
Humans could introduce errors when transmitting or receiving messages. The integrity parameter 
might be related to the probability of introduction of errors. The integrity of the human performance 
may be determined by a qualified and accepted human factors study. 
F.5.2 RCTP Determination 
This paragraph provides the methods and guidelines for determining the required communication 
technical performance (RCTP) from a given required communication performance (RCP) of the air 
traffic services (ATS) system. The performance parameters 
associated with determining RCTP addressed in this chapter are integrity, continuity, availability and 
transaction time. The following sub-paragraphs describe the allocation of each performance parameter 
utilizing a simplified means of allocating. The concept allows the human performance to be subtracted 
from RCP to allow RCTP to be determined. These guidelines are analyzed to determine if they are 
valid for each unique application. 
F.5.2.1 95% Transaction Time 
To determine the RCTP transaction time requirement, the human performance transaction time is 
determined for 95% probability of delivery success. The time can then be subtracted from the RCP 
transaction time requirement to determine the RCTP transaction time requirement. This simplified 
method may be calculated as follows and provides a stringent value for TTRCP: 
TT RCTP = TT RCP - TT human 
Note: Expiration time is a parameter associated with providing appropriate indication to 
execute alternate procedures when the communication transaction time exceeds this 
parameter. Further allocation of this parameter is not provided in this document for 
qualification or measurement. 
F.5.2.2 Continuity and Expiration Time 
The overall continuity reflects the probability of exceeding the transaction expiration time. Therefore 
the expiration time and continuity requirements must be allocated as a pair to both the human and the 
system. While the assumption is that the system is available at the start of the transaction, the system 
may introduce delays in the communication process. When the delay is long enough to cause the 
transaction to fail, the system causes a loss of continuity. The system contribution to the expiration 
time and loss of continuity should be determined taking into account the human contribution. 
F.5.2.3 Availability 
These guidelines assume that in current air traffic operation, there will always be pilot and controller 
available to perform their tasks. Therefore, the availability parameter of RCP is allocated to the 
technical element of the system (RCTP). 
A RCP = A RCTP 
F.5.2.4 Integrity 
The RCTP integrity is based on the RCP integrity minus the human integrity. 
I RCTP = I RCP - I human 
F.6 RCTP Allocation to Domains 
This sub-section provides guidance to how allocation of requirements to domains may be 
done. Allocation of RCTP integrity, availability, and continuity requirements may depend on 
architecture. The use of CNS/ATM system or system element architecture may allow an allocation 
whereby the most stringent requirement at the service level may not have to be allocated in its entirety 
to all domains, but may be distributed equally, or unequally, across domains. Certain analyses (e.g., 
Markov) based on modeling of the system may be used to contribute to the allocation process. A 
validated, simplified model may help simplify the mathematics of the allocation analyses. 
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F.7 OPA Template 
F.7.1 Introduction 
F.7.1.1 Purpose 
This document provides a template to capture the results of the OPA process. 
F.7.1.2 Scope 
The results gathered in this document come from the analysis performed through the OPA 
process from the OSED filled in template. 
F.7.1.3 Contributors to This Document 
This operational performance assessment (OPA) was performed by Group Identifier with the 
following membership: 
Name Organization 
F.7.2 Results of the RCP Determination 
This section should at least contain a description of the RCP type that is needed. 
F.7.3 Results of the RCTP and Human Performance Determination 
F.7.4 Results of the RCTP Allocation to Domains 
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Appendix 2 
 
ICAO DOC 9739 (CAMAL) Edition 2 Part V Chapter 2 ATN System management Services 2.2.2 
Performance Management Requirements, p.p. V-2-35-67 
   
Performance Management Requirements 
Note 1.  This chapter is concerned with the derivation of Performance Management requirements 
for the ATN Internet and Upper Layers, including applications.  A top down analysis is presented, 
first identifying the objectives for Performance Management and then going on to look at how these 
objectives are met, from which system and tool requirements can be derived.   
 
Note 2.  It should be noted that this analysis does not attempt to determine how difficult or costly 
each identified requirement is to implement. 

 
1 Derivation of Performance Management Objectives 
 
1.1  ISO/ITU-T standards define performance management as follows: 
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 Performance management enables the behaviour of resources in the OSI Environment and the 
effectiveness of communication activities to be evaluated.  Performance management includes 
functions to: 
 
1. gather statistical information; 
 
2. maintain and examine logs of system state histories; 
 
3. determine system performance under natural and artificial conditions; and 
 
4. alter system modes of operation for the purpose of conducting performance management 
activities.  

 
1.2  In an ATN context, there are three basic purposes for which the above procedures will be conducted: 
 

  a)The end-to-end performance will need to be measured in order to ensure that the 
operational requirements are being met. 
 
  b)Users will wish to monitor the performance of ATN Internet Service Providers 
(ISPs) and subnetwork providers, and, in particular, to assess their compliance with service level 
agreements (this could be for both Operational and Financial reasons). 
 
  c)ISPs will wish to monitor the performance of the network, to ensure that they are 
maintaining service level agreements, to ensure that the network capacity will match future 
requirements (Capacity Planning), and to ensure that the service that their users require is being 
delivered, and in the most cost effective manner. 
 

1.3  It should be noted that the end-to-end service may be provided by multiple ISPs operating in serial.   
 
1.4  In order to determine the Performance Management objectives, it is thus necessary to look at each of 
the above purposes, to identify the performance monitoring points, and to consider the different 
relationships between ISPs.  In particular, service agreements will relate to path segments though the 
ATN Internet and a given path segment may be maintained by more than one ISP in series.  The 
performance management models that result from this scenario need also to be considered. 
 
1.5  Performance Monitoring Points 
 
1.5.1 Figure 2.2-1 illustrates the various performance monitoring points (PMPs) that are required in the 

ATN Internet Communication Service (ICS).  These are: 
 
  a)The End to End Transport Service measures the end-to-end service provided to a TS-User.  
Performance monitoring is required here in order to measure the overall performance characteristics of 
the ATN ICS. 

 
  b)End System Monitoring (Lower Layers) is required to determine the part of the end to end 
ICS overhead attributable to the End System itself.  This should be a small component of the overall 
end-to-end figure, but this still needs to be demonstrated. 
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  c)Path Segment Monitoring is required to monitor the performance of ISPs and to measure the 
contribution to the end-to-end overhead of the routers and subnetworks operated by an End User. 

 
  d)Router Performance Monitoring is required to measure the performance of individual 
routers and to determine their contribution to the end-to-end overhead. 

 
  e)Subnetwork Performance Monitoring is required to monitor the compliance of subnetwork 
providers with performance level agreements and to measure the contribution of each subnetwork to 
the end-to-end overhead. 

 
 

1.5.2 In addition, PMPs are required in the upper layers of the ATN, which includes the application 
ASEs and ASE-Users: 

 
  f)End System Monitoring (Upper Layers) is required to determine the part of the 
end to end overhead attributable to that part of the system which uses the ICS.  Note that some aspects 
of upper-layer performance characteristics may vary dynamically depending upon the particular 
implementation architecture.  For example, a distributed architecture may at times be subject to LAN 
congestion delays in the local application system.   
 
  g)The End to End ASE Service measures the end-to-end service provided to 
application software which uses the communication services of the complete ATN stack.  Performance 
monitoring is required here in order to measure the technical performance of the standardised application 
protocols. 
 
  h)The End to End User Service measures the end-to-end service as perceived by the 
human user, or in the case of automated functions, at the highest level of the automated processing 
thread.  Performance monitoring is required here in order to verify that the end to end service meets the 
operational requirements. 

 
1.6 End to End Service Monitoring 
 
1.6.2 An end user of the ATN (typically a CAA or Airline) is interested in ensuring that the required 

end-to-end Quality of Service is being maintained.  At the same time, they will also have an 
Accounting Management objective to monitor the cost of using the ATN, and, whilst this is a 
different subject, the data capture requirements will be similar. 

 
1.6.3 The end-to-end quality of service (QoS) can be broken down into the following parameters: 
 
  a)Availability:  "The ability of a system to perform its required function at the 
initiation of the intended operation.  It is quantified as the proportion of the time the system is available 
to the time the system is planned to be available". 
 
  b)Reliability:  "The probability that the system will deliver a particular message 
without errors." 
 



 -10- 

  c)Continuity:  "The probability of a system to perform its required function without 
unscheduled interruptions during the intended period of operations." 
 
  d)End-to-End Transfer Delay:  "The period elapsed from the time at which the 
originating user initiates the triggering event until the time the transmitted information has been received 
by the intended recipient."  
 
  e)Integrity:  "The probability that errors will be mis-detected.  This may be when a 
correct message is indicated as containing one or more errors, or when a message containing one or 
more errors is indicated as being correct." 
 
  f)Throughput: "The quantity of data (e.g.  measured in characters) that can be sent 
during a given period." 
 
  g)Connection Establishment Delay: "The time from initiating an end-to-end 
connection to its successful establishment (i.e.  when messages can be sent)." 
 
Note.  The definitions of Availability, Reliability, Continuity, Transit Delay and Integrity are taken from 
the ADSP Manual [8]. 

 
1.6.3 The operational requirements for performance management require the ability to measure each of 

the above Quality of Service metrics on an end-to-end basis i.e.  between an application user and 
each other end user of the ATN with which it communicates.  [Objective 1] 

 
1.7  End System Monitoring 
 
1.7.3 End Users typically own and operate the End Systems that form the first part of the chain of end 

to end communications.  They will need to monitor the internal performance of these systems.  
[Objective 2] 

 
1.7.4 This is so that the actual performance provided by the ISP(s) used for end-to-end communications 

can be calculated, and to enable performance trends in the local system to be monitored for 
capacity planning purposes.   

 
1.8  Subnetwork Service Monitoring 
 
Note.  An ATN ISP or end user may also operate subnetworks and hence wish to monitor their internal 
operation.  However, the internal monitoring of subnetworks is outside of the scope of this analysis. 
 
1.8.3 An ISP or End User will need to monitor the operation of each subnetwork they use in order to 

ensure that the expected/required Quality of Service is being maintained.  [Objective 3] 
 
1.8.4 The Quality of Service metrics to be measured are very similar to those for the end-to-end service 

and will always include: Availability, Reliability, Continuity, Transit Delay, Integrity and 
Throughput.  In addition, there will be subnetwork specific metrics.  For example.  a 
connection mode subnetwork (e.g.  X.25) will have a connection set-up delay metric, while a 
Frame Relay circuit has only a maximum guaranteed throughput, with the possibility of data loss, 
and hence the data loss rate will need to be monitored and compared with offered traffic load. 
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1.9  Path Segment Monitoring 
 
1.9.3 An ISP or End User will need to monitor the overall performance of each path through their 

segment of the ATN Internet [Objective 4].  The metrics measured will be those specific to a 
connectionless service i.e.  Throughput, Reliability, Integrity and Transit Delay. 

1.9.2  Performance achievement will also need to be measured against the theoretical maximum so that 
excess capacity can be removed [Objective 5].  Trend analysis will also need to be performed so 
that future growth can be predicted and hence future capacity growth planned and installed when 
needed [Objective 6]. 

1.9.3  ISPs and End Users may also wish to manage their capacity dynamically.  This make take the 
form of bringing on additional capacity to meet busy hour requirements, according to a defined 
schedule, or simply be reacting to reports of congestion by opening up new circuits.  [Objective 
7]. 

 
1.10 TN Router Performance Monitoring 
 
1.10.3 General ATN Router performance may be considered in two separate parts: forwarding and route 

updates.  There are also special considerations for Air/Ground Router performance. 
 
1.11 acket Forwarding 
 
1.11.1 An ISP or End User will need to monitor the following packet forwarding metrics [Objective 8]: 
 

a)   Packets successfully forwarded during a given measuring period (e.g.  per second) 
b)   Percentage of packets discarded. 
 

1.11.2 As the service level requirements can vary by both ATSC Class and priority, these metrics will 
need to be broken down by both of these parameters. 

 
1.11.3 Key parameters of the router that affect forwarding need also to be measured.  These include the 

size of the Forwarding Information Base (FIB).  [Objective 9]. 
 
1.12  Routing Updates 
 
1.12.1 An ISP or End User will need to monitor the route convergence rate.  That is the time elapsed 

from a change in the network topology to this change being reflected in all affected routing tables.  
[Objective 10]. 

 
1.11.2 This metric is important in the maintenance of Availability, Reliability and Continuity targets as 

packet loss can occur during this period.  The target convergence rate may be derived empirically 
or from simulation models. 
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1.13  Air/Ground Routers 
 

1.13.1 Ground/Ground Routers typically support a limited number of fixed adjacencies.  
However, Air/Ground Routers will support a large and variable number of adjacencies with 
aircraft, with each adjacency supported by one or more virtual circuits.  The performance of 
the router may be affected by the number of such adjacencies maintained, and performance 
will thus need to be measured against the adjacencies and virtual circuits supported.  It will 
thus be necessary to monitor the number of air/ground virtual circuits supported at any one 
time, and the number of IDRP adjacencies.  [Objective 11]. 

 
114. Service Level Management 
 
1.14.1 Service guarantees will need to be put in place to ensure that the end-to-end Quality of Service 

required to meet the operational requirements is achieved.  When this service is provided via 
multiple ISPs in serial, there are two possible models for maintenance of the end-to-end Quality 
of Service: 

 
a)The end user(s) have separate service level agreements with each ISP that supports (in serial) 

the end-to-end path. 
b)The end user(s) have a single service agreement with one ISP who is also responsible for the 

service provided by any other ISP en route. 
 
1.15  Separate Service Level Agreements 
 
1.15.1 Whilst this model is, on first appearances, easier for the ISPs to operate, it pushes the complexity 

onto the end users, who have to be aware of the paths that their data takes, and who are required to 
negotiate with each ISP en route.  This potentially makes for many small contracts between users 
and ISPs.  It may thus be more costly to implement because of this contractual overhead.   

 
1.15.2 In this model, each ISP will need to be able to demonstrate to an End User that they are meeting 

the service requirement for the path segment under their control.  It will thus be necessary to 
monitor incoming packets from either users or other ISPs and analyse them by sending end user.  
Similarly, the ISP will need to analyse traffic at each exit point.  [Objective 12]. 

 
1.15.3  Analysis of traffic by source is potentially a very costly exercise as each packet has to be 

metered.   
 
1.16  Single User Service Agreements 
 
1.16.1 This model can be operated in two different ways, which can be labelled as "microscopic" or 

"macroscopic".  In the microscopic view, one ISP simply becomes the "agent" of an end user, and 
organises the separate contracts with each other ISP en route.  In order to monitor compliance, each 
data flow will still need to be identified as above, and the end user's agent will collate the 
information together and monitor the overall performance, as above. 
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1.16.2 In the macroscopic view, an ISP will aggregate together the traffic from all of its users and thence 
identify the traffic volumes it will exchange with each other ISP.  On the basis of agreed traffic 
volumes, the ISPs may then guarantee minimum service levels to each other.  A given ISP may 
then offer a service guarantee to its end user, and base this guarantee on the knowledge of which 
ISPs lie on the route and by summing the guaranteed minimum service levels. 

 
1.16.3 The macroscopic view is simpler to achieve because it requires only that each ISP monitors its own 

part of the ATN Internet (as in 2.2.2.1.9, Path Segment Monitoring above).  However, it will 
probably need to be co-ordinated through an industry forum that will also receive, collate and 
monitor the overall service provided to end users.  [Objective 13]. 

 
1.17  Operational Requirements 
 
1.17.1 Monitoring the end-to-end performance of the ATN service provided to application users is a stated 

requirement.  The objective is to enable evaluation of the operational effectiveness of the 
communication resources by means of statistical information and logs of system state histories. 

 
1.17.2 The workload of the applications can be measured, globally or on a connection basis, by the 

accounting management parameters.   
 
1.17.3 The ADSP Manual defines in Part I, Chapter 3 Appendix A three types of communication systems 

performance requirements related to the ATS data link applications: 
 

a)General Performance Requirements 
 

b)Application Specific Performance Requirements 
 

c)Transfer Delay Requirements 
 
1.18  General Performance Requirements 
 
1.18.1 The general performance requirements on the air-ground applications are: 
 

a) the probability of non-receipt of a message will be equal to or less than 10-6, 
 

b) the probability that non-receipt of a message will fail to be notified to the originator will be 
equal to or less than 10-9, and 
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c) the probability that a message will be misdirected will be equal to or less than 10-7. 
 
1.18.2 These performance requirements can be designed into a system, and bench-tested before 

operational use.  However, there is still a need to monitor whether the requirements are being met 
during operational use.  [Objective 14]. 

 
1.19  Application Specific Performance Requirements 
 
1.19.1 The performance requirements specific to each air-ground application are also defined in the ADSP 

Manual [8], as shown in Table 2.2-3. 
 

Table 2.5-3.   Application-specific Performance Requirements 
 

Application Availability Integrity Reliability Continuity 

CM / DLIC 99.9% 10-6 99.9% 99.9% 

ADS 99.996% 10-7 99.996% 99.996% 

CPDLC 99.99% 10-7 99.99% 99.99% 

D-FIS 99.9% 10-6 99.9% 99.9% 

AIDC 99.996% 10-7 99.9% 99.9% 

ADS-B 99.996% 10-7 99.996% 99.996% 

  
 
1.19.2 It is necessary to make assumptions as to what period of time these statistical figures are to be 

measured over.  For example, if averaged over a week then the achieved performance in one 
particular minute could have been well outside of these requirements. 

 
1.19.3 Again, there is a need to monitor whether these requirements are being met during operational use 

of the ATN by applications.  This objective is covered by 2.2.2.1.6, End to End Service 
Monitoring above. 
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1.20  Transfer Delay Requirements 
 
1.20.1 The performance available to each air-ground application is also defined in the ADSP Manual, as 
shown in Table 2.2-4. 
 

Table 2.5-4.  Transfer Delay Performance Requirements 
 

Performance Levels 
(ATSC Class)  

Mean End-To-End 
Transfer Delay (sec) 

95% End-To-End 
Transfer Delay (sec) 

99.996% End-To-End 
Transfer Delay (sec) 

A 0.5 0.7 1 

B 1 1.5 2.5 

C 2 2.5 3.5 

D 3 5 8 

E 5 8 12.5 

F 10 15 22 

G 12 20 31.5 

H 15 30 51 

I 30 55 90 

J 60 110 180 

 
 
1.20.2 The requested ATSC class (A through H) can be selected by the application user on dialogue 

initiation, and is not known in advance. 
 
1.20.3These transfer delay figures are intended to represent the total transfer time from human user input 

at one side to human user perception at the other end.  As the actual transit delay is indirectly 
dependant on the requested class of communication service, this parameter should be made 
available with the transit delay measurements.  [Objective 15]. 

 
1.21  Derivation of QoS Characteristics 
 
1.21.1 It is not a straightforward matter to translate from the operational performance requirements 

described above into the QoS characteristics of a communications subnetwork.  In fact it would 
be misleading to attempt to do so.  The reason is that the end-to-end delay has to be distributed 
between all the elements (human, automation and communications) involved in the information 
exchange.  There are several discrete entities which require a performance "budget" to be 
allocated to them, within the overall performance constraints.  The following illustration relates 
to an air-to-ground message: 

 
  a) Human User (Air) - thinking time and data input budget 
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b)  Avionics automation (processing) and local data transfer (between equipment) 
budget 

c)   Airborne communications processing budget (end system) 
d)   Air/ground subnetwork budget 
e)   Ground/ground subnetwork budget 
f )  Ground communications processing budget (end system) 
g)  Ground Automation (Data Processing) budget (e.g.  FDPS) 
h)  Local distribution (communications) budget (FDPS to controller positions) 
i)  Local display automation (processing) budget
j) Human User (Controller) budget 

 
1.21.2 The budget allocation for ground to air messages can be similarly expressed. 
 
1.21.3 When it comes to matching responsibilities for achieving the required performance to the 

decomposition, the full complexity becomes apparent:   
 
  a)Human factors influence the rate at which the users can input or access messages at 
the HMIs 
 
  b)The aircraft manufacturer, airline and avionics industry all play a part in 
constraining the performance capabilities of the avionics sub-systems and also the on-board 
communications processors and sub-network interfaces (radios) 
 
  c)Theoretical air-ground sub-network performance is governed by the technical 
solutions (standards) that are invoked, but practical performance is also influenced by congestion and 
interference levels in a particular environment 
 
  d)Theoretical ground sub-network performance is influenced by technical solutions 
and network design (topology and sizing), but practical performance is also influenced by congestion 
and network component availability 
 
  e)Service providers may be involved in the ground communications processing 
 
  f)ATSOs own the FDPS and will therefore influence the effectiveness with which the 
automation processes data messages to the correct local destination 
 
  g)ATSOs also own the internal centre architecture, and specify local communications 
bandwidths to controller positions 
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  h)Control position design influences the time taken for a message to be presented, and 
human factors influence the time taken for the recipient to recognise, understand and action the message. 
 

1.21.4 As the overall communications characteristics are the result of the aggregation of (possibly several) 
subnetwork performance and processing performance, it may be useful to develop the concept of 
"Achievable Communications Performance" (ACP), based on these parameters and calculated at 
the sub-network level for different traffic and environmental scenarios.  The ACP for any given 
component (e.g.  the air-ground subnetwork) can then be compared with the "budget" for that 
component, to determine whether overall performance target is likely to be met.   

 
1.21.5 During such an analysis, it would also be possible to "trade" budgets between components (use a 
higher performance but higher cost ground sub-network, in order to accommodate a lower performance, 
but cheaper, air-ground sub-network.)  This kind of analysis constitutes "End to End systems 
engineering". 
 
2. Fulfilment of Objectivesea 
 
2.1 As presented below, there is a general requirement to log events locally for later, offline, analysis [Req 

1].  Unless stated otherwise, all requirements to log or record events given below imply a local log, 
rather than a standard SM log that is visible to an SM Agent. 

 
2.2 Objective 1: End User QoS Measurement 
 
2.2.1 The end user will need to be able to monitor each of the QoS metrics identified in 2.2.2.1.6, End to 

End Service Monitoring above.   
 
2.2.2Availability 
 
2.2.3In order to determine the percentage availability according to the above definition, the end user will 
need to record each successful attempt to use the service [Req 2] and each failed attempt [Req 3].  
Analysis of such a record can then determine the percentage availability achieved over a given time 
period.  [Req 4] 
 
2.2.4It is not always straightforward to identify a failure of a connection oriented service, as there may be 
instances where the connection responder deliberately rejects the connection attempt as part of the normal 
user protocol operation.  Also, the connection may be re-tried by intermediate protocol layers that are not 
visible to the end-user. 
 
2.2.5Reliability 
 
2.2.6 In order to determine the probability that a message is delivered without errors it will be necessary 
to record both the number of messages sent to a given destination  [Req 5] and those received without 
errors by that destination, analysed by sender [Req 6].  Comparison of these two records may then 
determine the percentage reliability.  [Req 7] 
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2.2.7 There may still be residual errors which are not detected by the destination system.  The only way 
to detect such errors would be an offline comparison of the actual messages logged by the sending system 
and by the receiving system.  This could be undertaken on a statistical sampling basis, to avoid the 
otherwise prohibitive overhead of having to replay every single application message. 
 
2.2.8 Continuity 
 
2.2.9 In order to determine the continuity, it will be necessary to record each service interruption and each 
corresponding resumption of service [Req 8].  For the connection-oriented end-to-end service, a service 
interruption event can be equated to the uncommanded loss of a transport connection, and service 
resumption to the successful re-establishment of such a transport connection.  Analysis of this log can 
determine the continuity level achieved.  [Req 9] 
 
2.2.10  End-to-end Transit Delay 
 
2.2.11 Note that this can vary according to message priority, and ATSC Class. 
 
2.2.12 End-to-end transit delay could be measured by recording the transmission time of each message, 
and the reception time of each message, at each end of the connection.  Comparison of these two records 
can then determine the actual transit delay provided that both end users have synchronised clocks.   
 
2.2.13  Synchronised clocks can be an impractical requirement, although time synchronisation to some 
degree of accuracy for ATN Routers seems an inevitable requirement (see Objective 10: Measurement of 
Route Convergence Times).  Logging the transmission of each message is expensive and will result in 
large log files.  Some applications have timestamps built-in to certain protocol elements.  However, the 
semantics of the timestamp information are ill-defined and application-specific.  Fortunately, there is a 
more readily available metric from which end-to-end ICS transit delay can be estimated; this is the 
transport round trip delay. 
 
2.2.14 The connection mode transport protocol (TP4) can readily measure the round trip delay from 
transmission of a data TPDU to reception of the corresponding AK TPDU.  Simply dividing this figure in 
two gives an estimate for the transit delay, assuming that the transit delay is the same on average in both 
directions. 
 
2.2.15 In practice, a TS user message (TSDU) may be split into several TPDUs, and transmitted with 
overlapping acknowledgements.  However, the transit delay for the total message can still be estimated 
by measuring the delay from the transmission of the first TPDU of the TSDU to the reception of the AK 
TPDU for the last TPDU making up the TSDU, and then subtracting from this the estimated transit delay 
for a single TPDU.  The result is the estimated transit delay for the whole message.   
 
2.2.16 This is an estimate, and each estimation is subject to an error.  However, the errors should balance 
out over several messages, although the potential for systematic errors due to asymmetrical paths in each 
direction does exist.  The transport protocol should record the estimated transit delay for each message, 
transmission time and the size of each message [Req 10].  Later analysis of the record can then provide 
an accurate estimate of the achieved end-to-end transit delay, analysed by message size, and transmission 
time [Req 11]. 
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2.2.17  Integrity 
 
2.2.18 A high degree of message integrity is built-in to the ATN by design, e.g.  by employing the error 
detection capabilities of the TP4 protocol.  However, it is necessary to monitor the probability of errors 
being mis-detected in order to verify that the theoretical integrity performance targets are in fact being 
maintained. 
 
2.2.19 By definition, the integrity of the ATN ICS cannot be measured by the ATN Internet because to 
measure it implies that the Internet can detect its own mistakes - in which case it could then correct them.  
Integrity has to be measured by the end user either by comparing messages sent and received at each end 
of the communications path, or by adding an additional message integrity check on transmission, and 
recording, on reception, the number of messages received correctly and the number received with errors.  
In the former case, analysis requires access to logs at both end of the communications path while, in the 
latter case, access is required to only one log.  Routine offline comparison of sent and received message 
logs can thus be used to provide the integrity metric.  [Req 12] 
 
2.2.20 Note that the integrity measurement includes not only messages delivered with errors which are 
not detected at the time of processing, but also error indications which are given when the message was in 
fact correct (e.g.  failure of the checksum algorithm).  Thus it is necessary to log not only the content of 
successful messages, but also (a statistical sample of) rejected messages. 
 
2.2.21 In addition, security provisions are expected to require the use of digital signatures for 
authentication purposes.  A digital signature provides a high quality integrity check.  In practice, a likely 
reason for authentication failure is an undetected network error.  When such security mechanisms are 
implemented, authentication failures should be logged as well as numbers of messages successfully 
received [Req 13].  The integrity achieved can then be computed from such a record - assuming that real 
security violations can be filtered out [Req 14]. 
 
2.2.22 Throughput 
 
2.2.23 Throughput achieved can be simply measured provided that a log of each message sent (size and 
time of transmission) over each communications path is maintained [Req 15].  Throughput achieved can 
then be determined by analysis of the log [Req 16].   
 
2.2.24 Connection Establishment Delay 
 
2.2.25 In the ATN, there are at least three possible measures of connection establishment delay.  One is 
the time taken to establish a transport connection, another is the time taken to establish a connection using 
the Dialogue Service, and a third is the time taken to establish an application-specific relationship (e.g. to 
complete the CPDLC-Start service).  The latter may be significantly longer than the former, as it usually 
requires an exchange of messages after the transport connection has been established - although this can 
be avoided in some cases. 
 
2.2.26 The time taken to establish a transport connection is the proper measure for the performance of the 
ATN Internet.  However, the end user only sees dialogue service connection establishment time.  On the 
other hand, the problem of using this as a metric is that it includes the response time of the remote 
application.  It therefore is not a correct estimate of the performance of the ATN Internet. 
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2.2.27 Arguably, both metrics need to be recorded and analysed.  Therefore, an ATN End System will 
need to log both dialogue service D-STARTs [Req 17] and transport connection connect requests [Req 18], 
and the time at which the request was made.  Similarly, an ATN End System needs to log the time at 
which the connection was successfully established [Req 19].  Later analysis can then determine the mean 
for both logs [Req 20]. 
 
2.2.28 Note that some application services will establish a transport connection, but not a Dialogue, by 
sending an application response via a negative D-START response primitive.  Thus, apparently 
unsuccessful Dialogue establishments must also be logged. 
 
2.3 Objective 2: End System (Lower Layers) Monitoring 
 
2.3.1 In order to monitor End System performance and to quantify the performance of ISPs, the operator 
of an End System will need to know: 
 
  a)At the Internet level, the number and size distribution (mean and max) of packets 
sent and received, analysed by priority and ATSC Class [Req 21].  When the End System is connected to 
multiple ISPs, the above will need to be broken down by ISP as well. 
 
  b)The transit delay of a packet through the End System (incoming and outgoing) [Req 
22].  Note that this need not be measured all the time, but could be measured during system testing and 
then taken as a system characteristic. 
 
2.3.2 This information will enable the computation of the traffic load on the End System and the load 
applied to each ISP [Req 23].  The per packet transit delay needs to be subtracted from the end-to-end 
transit delay in order to compute the ISP transit delay. 
 
2.4 Objective 3: Subnetwork Service Monitoring 
 
2.4.1 It is not possible to deal with all aspects of subnetwork monitoring without considering each type of 
subnetwork.  This analysis seeks only to establish the generic requirements.  Specific subnetwork 
monitoring requirements will need to be determined on a case by case basis. 
2.4.2 Availability 
 
2.4.3 In order to determine the percentage availability of a subnetwork, the subnetwork user will need to 
record each successful attempt to use the service and each failed attempt  [Req 24].  Analysis of such a 
record can then determine the percentage availability  [Req 25]. 
 
2.4.4 It is not always straightforward to identify a failure of a connection oriented subnetwork, as there 
may be instances where the connection responder deliberately rejects the connection attempt as part of the 
normal user protocol operation. 
 
2.4.5 Reliability 
 
2.4.6 In order to determine the probability that a packet is delivered without errors it will be necessary to 
record both the number of packets sent and received at both ends of a subnetwork [Req 26].  Comparison 
of these two records may then determine the percentage reliability [Req 27]. 
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2.4.7 Continuity 
 
2.4.8 In order to determine the continuity, it will be necessary to record each service interruption and each 
corresponding resumption of service [Req 28].  For connection mode subnetworks, a service interruption 
event can be equated to the uncommanded loss of a subnetwork connection, or the inability of the 
subnetwork to accept data for sending on an established connection.  Service resumption is then the 
successful re-establishment of the connection and the resumption of data transfer.  For connectionless 
subnetworks a service interruption can be equated to a transmission failure, with service resumption being 
the time of the next successful transmission attempt.  (Note that on some connectionless subnetworks, it 
may not be possible to detect transmission failure). 
 
2.4.9 Analysis of the logs can then determine the number of interrupted and uninterrupted service 
invocations and hence the continuity of service provided by the subnetwork [Req 29]. 
 
2.4.10 End-to-end Transit Delay 
 
2.4.11 There is no general purpose mechanism to measure transit delay over subnetworks.  A 
connectionless network, such as an Ethernet, has no acknowledgement mechanism that would allow 
round-trip times to be measured.  In such cases, transit delay can only be measured by using special link 
level test packets to convey a time-stamp (assuming clock synchronisation) or to "echo back" a response 
and thereby derive the transit delay from the round trip time. 
 
2.4.12 On the other hand, a connection mode subnetwork, such as X.25, does provide an 
acknowledgement mechanism, but this is not necessarily end-to-end across the subnetwork and has no 
real-time constraints.  It is thus unsuitable for measurement of transit delay. 
 
2.4.13 The CLNP Echo is potentially available to provide an estimate of round trip delay between a pair 
of Routers or a Router and an End System attached to the same subnetwork.  However, the processing 
delay within the target system is potentially significant and will need to be independently measured and 
factored out.  Furthermore, CLNP echo is of limited value when more than one subnetwork joins the 
same pair of systems, as it is not possible to guarantee which subnetwork is used to transfer the Echo 
packet. 
 
2.4.14 A strategy for measurement of transit delay will need to be developed for each type of subnetwork.  
For connectionless subnetworks, or wide area networks involving multiple hops, this will need to be 
based on some kind of subnetwork specific echo packet.  For single hop connection mode networks this 
may use the subnetwork's own acknowledgement procedures. 
 
2.4.15 For example, in VDL Mode 2, the air/ground data link uses a connection mode variant of HDLC 
(the AVLC) which could be used to measure round trip time and hence to estimate transit delay. 
 
2.4.16 Integrity 
 
2.4.17 Data integrity problems can be measured by two ATN Internet mechanisms: 
 
  a)The CLNP Header Checksum.  This only covers the CLNP header, and its 
generation by a sending End System is not mandatory in the ATN SARPs.  It is therefore of limited 
value. 
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  b)The Deflate checksum.  This provides an integrity check over the entire packet and 
is therefore a very good check on integrity.  However it is only available when the optional Deflate-based 
compression is used. 
 
2.4.18 A log should be kept of the number of packets sent and received over a subnetwork, those rejected 
by the subnetwork, and those received with a failed CLNP Header checksum, or a Deflate checksum 
failure [Req 30].  Later analysis of the log, compared with errors detected by the subnetwork user, can 
then provide an estimate of the subnetwork undetected error rate [Req 31]. 
 
2.4.19 Throughput 
 
2.4.20 Throughput achieved can be simply measured provided that a record of each packet sent (size and 
time of transmission) over each communications path is maintained [Req 32].  Offline analysis of this 
record may then be used to determine throughput.  [Req 33] 
 
2.4.21 Connection Establishment Delay 
 
2.4.22 For connection mode subnetworks, the time at which each subnetwork connection is initiated and 
the time of successful establishment should be recorded [Req 34].  Later analysis of the record can then 
be used to determine the subnetwork connection establishment delay [Req 35]. 
 
2.5 Objective 4: Measurement of Path Segment Performance 
 
2.5.1 The requirements for measuring path segment performance are related to the performance 
management model adopted.  They are hence discussed in Objective 12: Analysis of Data Stream 
Performance below. 
 
2.6 Objective 5: Monitoring for Excess Capacity 
 
2.6.1 Excess capacity occurs when there exist underused data links.  These could potentially be removed 
or replaced by less performant and lower cost data links.   
 
2.6.2 Two metrics are required to determine excess capacity: the actual throughput over each subnetwork 
(peak) and the available throughput.  When the peak throughput is significantly lower than the available 
throughput then the data link may be eliminated if a suitable (and also underused) alternative exists.  
Alternatively, it could be replaced by a lower cost/capacity subnetwork.  The throughput threshold when 
a lower cost/capacity subnetwork is realistic needs also to be known. 
 
2.6.3 Subnetwork throughput is determined from subnetwork monitoring (see Throughput 2.2.2.2.4.19).  
The available throughput and the threshold for downgrading to a lower cost/capacity subnetwork are 
required to be known a priori.  A monitoring tool should be available to monitor subnetwork utilisation 
and report on candidates for downgrading [Req 36]. 
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2.7 Objective 6: Planning Future Capacity 
 
2.7.1 Capacity planning requires the development of a network design model [Req 37].  This will 
comprise the Routers, subnetwork interconnections and predictions of data flows through the 
internetwork, with both normal and busy hour profiles required.  From this model, the capacity 
requirements of subnetwork connections and Routers can be predicted. 
 
2.7.2 In the ATN, the Network Design Model is complicated by the existence of ATSC Class which 
restricts the options for data flow, as well as other types of traffic such as AOC.  It will also be necessary 
to use the model to predict behaviour during outages.  For this reason, more than a simple static model 
may be required, in order to simulate the impact of subnetwork connection and Router loss, and to 
demonstrate that there is sufficient capacity to maintain the required Quality of Service to high priority 
applications during such failures. 
 
2.7.3 The model will require good quality information on the expected traffic flows if it is to be useful.  
Furthermore, accurate predictions of future traffic levels will be necessary if it is to be used to plan the 
growth of the network.  This requires capture of information on current network loading and analysis of 
historical network performance information in order to perform trend analysis and hence to predict future 
growth. 
 
2.7.4 The following data is thus required to be recorded during daily operations and kept for historical 
analysis: 
 
  a)Data volumes for each subnetwork on a point to point basis and during each sample 
period [Req 38]. 
 
  b)Data volumes (both bytes and packets) handled by each Router during each sample 
period [Req 39]. 
 
2.7.5 The above needs to be analysed by priority and ATSC Class. 
 
2.8 Objective 7: Dynamic Capacity Management 
 
2.8.1 There are three requirements that flow from this.  The first is a need for an indication that the 
packet flow rate over a given subnetwork has increased beyond some threshold that implies a need for 
additional capacity.  The second is a corresponding indication that the additional capacity is no longer 
required, and the third is the means to bring on new capacity. 
 
2.8.2 Indicating the need for Additional Capacity 
 
2.8.3 The first indication that the applied load is reaching the limits of the subnetwork will be an increase 
in the queuing delay for packet transmission over that subnetwork.  This could be measured as either the 
absolute queuing delay per packet, or, perhaps more easily, as the average queue length during a sample 
period.  As queue length is proportional to queuing delay, this should be sufficient.   
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2.8.4 An alternative mechanism might be to measure the actual throughput over some period and compare 
it against the maximum achievable.  However, this requires knowledge of the maximum achievable 
throughput and, as this is not necessarily a constant (if the subnetwork includes an element of statistical 
multiplexing), this can be difficult to predict accurately.  This can be further complicated if more than 
one subnetwork is already used to support a router to router adjacency.   
 
2.8.5 Average queue length is thus the preferred mechanism for determining when an event should be 
generated requesting additional capacity.  As the quality of service requirements can differ by priority, 
there may need to be different reporting thresholds for different priority bands [Req 40]. 
 
2.8.6 Indicating When Additional Capacity is no longer Needed 
 
2.8.7 The inverse of the above may be readily adopted as the signal that indicates when capacity may be 
reduced i.e.  when the average queue length drops below some threshold, However, the normal queue 
length (i.e.  when load and capacity are in balance) will be between zero and one.  Therefore, the 
measure of average queue length will have to be a real number if it is to be useful [Req 41]. 
 
2.8.8 Alternatively, if throughput levels are used to determine when the additional capacity is to be 
provided, then throughput monitoring (as in Objective 5: Monitoring for Excess Capacity) should also be 
used to determine when the additional capacity is to be withdrawn. 
 
2.8.9 Adding and Removing Additional Subnetwork Capacity 
 
2.8.10 There is a need for Systems Management Actions to be provided to bring up new subnetwork 
connections or to remove existing subnetwork connections in response to the above events.  While these 
actions could be invoked by a remote manager, the simplest implementation is probably to have a local 
response (i.e.  within the Systems Management Agent) [Req 42]. 
 
2.9 Objective 8: Router Forwarding Measurement 
 
2.9.1 In addition to the data forwarded by a Router, as required above, a complete assessment of the 
Router's performance will also require that packet discards are recorded and analysed by discard reason 
[Req 43]. 
 
2.9.2 If the reason for packet discard is "congestion", then this may be indicative of a lack of network 
capacity.  There is thus a need to report, to a Network Manager, when the number of such discards 
exceeds a given threshold during a reporting period [Req 44]. 
 
2.10 Objective 9: Router Key Parameters Measurement 
 
2.10.1 The key parameters of the Router that affect forwarding must also be measured.  This may include 
system specific parameters  [Req 45] (e.g.  memory utilisation) and the number of entries in the 
Forwarding Information Base (FIB) [Req 46]. 
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2.11 Objective 10: Measurement of Route Convergence Times 
 
2.11.1 The measurement of Route Convergence Time requires that each Router records each routing event 
for collection and later analysis [Req 47].  Furthermore, so that routing events in different routers can be 
correlated, each must have a synchronised clock [Req 48].  The accuracy of the synchronisation is for 
further study. 
 
2.11.2 An offline tool will be required to perform the analysis.  This will analyse the logs provided by 
each Router and correlate routing events between routers.  This tool will be required to determine the 
time taken from each change in the network topology to a stable routing set being reached in every router, 
including the elimination of any false routes that may have been introduced as a consequence of the 
change. 
 
2.11.3 Trend analysis of route convergence rates will also be necessary against historical data in order to 
predict the need for higher performance routers.  This is so that the convergence time does not increase to 
the point at which the end-to-end Quality of Service falls below acceptable levels [Req 49]. 
 
2.12 Objective 11: Air/Ground Router Overhead Measurement 
 
2.12.1 An Air/Ground Router will need to log: 
 
  a)Establishment and termination of adjacencies with Airborne Routers [Req 50]. 
 
  b)Establishment and termination of subnetwork connections with Airborne Routers 
[Req 51]. 
 
2.12.2 A tool will be required to analyse such logs and thus to determine the numbers of such adjacencies 
and subnetwork connections at any one time and to compare this against the monitored performance of 
the router.  The maximum number of adjacencies and subnetwork connections that can be maintained 
without significantly impacting performance can then be determined, and hence the need for future 
capacity planned [Req 52]. 
 
2.13 Objective 12: Analysis of Data Stream Performance 
 

Note.  The need for this objective depends upon the model for service level agreements developed 
by the industry. 

 
2.13.1 If the performance assessment mechanism adopted by the ISP requires that data flows are 
individually monitored, then the ISP will need to demonstrate compliance with Quality of Service metrics 
for a given user's data flows.  In turn, this requires identification and metering of data flows on both entry 
to and exit from the ISP. 
 



 -26- 

2.13.2 The metrics to be monitored are those appropriate to a connectionless internet i.e.  Transit Delay, 
Integrity, Throughput and Reliability [Req 53].   
 
2.13.3 The metering of packets (both by number and size) on entry and exit can be used to assess both 
throughput and reliability.  Note that as different service levels may apply to different priorities and 
ATSC class, data flows may require separate meters by priority and ATSC Class, as well as other traffic 
types such as AOC.   
 
2.13.4 Throughput can then be measured by direct computation of the metered values.  An assessment of 
reliability can be gained by comparing counts of packets that entered the ISP's network with those on exit 
[Req 54]. 
 
2.13.5 Measurement of transit delay is not quite so straightforward.  The "brute force" approach would 
be to log each individual packet on entry and exit and to record the time of entry and exit.  Offline 
analysis could then compute the transit delay for each packet and hence the average transit delay, etc.  
Alternatively, time-stamped user messages could be sent.  Both of these would require synchronised 
clocks at each end. 
 
2.13.6 However, this approach would be computationally expensive and is not readily justifiable.  Instead 
two approaches are possible: 
 
  a)A sample of such packets is logged.  The sampling procedure could use some 
algorithm based on the packet identifier in order to select packets for logging and this would guarantee 
the same packets were selected at each end of the link.  The approach is basically the same as the brute 
force approach, but it does reduce the amount of data to be logged and processed. 
 
  b)Periodic echo packets are sent on the data flow.  These can be used to directly 
compute the round trip delay and hence derive the transit delay. 
 
2.13.7 As the computational effort is much lower, the use of periodic echo packets for transit delay 
monitoring is to be preferred.  The echo packets will need to be sent at various ATSC classes and 
priorities in order to determine the service levels for each ATSC class and priority [Req 55]. 
 
2.14 Objective 13: Monitoring of Service Provider Compliance by Aggregate Data Flows 
 

Note.  The need for this objective depends upon the model for service level agreements developed 
by the industry. 

 
2.14.1 In the macroscopic view, the ISP is interested only in the total data flow at each entry and exit 
point.  There is no analysis to the level of individual data flows.  In general, this objective requires less 
computational effort than Objective 12 and hence it may be preferred. 
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2.14.2 The metrics are still the same i.e.  Throughput, Transit delay and Reliability.  Again, they may 
need to be metered by ATSC Class and priority.  However, the meters are on aggregate values and not on 
individual data flows [Req 56]. 
 
2.14.3 Total throughput can be calculated from this information as can an overall assessment of reliability.  
Transit delay will have to be determined by use of periodic echo packets between all entry points and all 
exit points.  The echo packets will need to be sent at various ATSC classes and priorities in order to 
determine the service levels for each ATSC class and priority [Req 57]. 
 
2.15 Objective 14: Monitoring of User Message Delivery 
 
2.15.1 In monitoring the general performance objectives for user message delivery, it is necessary to 
define, for every application, at what point a "message" is considered to be submitted to the 
communication subsystem, and at what point it is considered to be received.  There is a finite possibility 
of user messages being lost or corrupted in the local end-systems, or of failure to resolve a recipient 
address correctly after the message is deemed to have been submitted.  There is also the possibility of 
message submission being refused at source (e.g.  due to lack of local resources), but such messages 
would not be included in the non-receipt statistics. 
 
2.15.2 For ATN applications, a "User" message can be considered as submitted or received when it 
crosses the ASE service boundary.  Although there is no requirement for the abstract ASE service to be 
physically realised, there would seem to be a requirement, from a performance management standpoint, 
that an event is logged whenever a user message crosses the notional ASE service boundary.  [Req 58]. 
 
2.15.3 The requirement is to detect user messages which were submitted and then either: 
 

a)mis-delivered (i.e.  delivered, but to a peer user other than the intended recipient), 
 
b)not delivered to the intended recipient (lost or mis-delivered), with notification to the originator,  
 
c) not delivered to the intended recipient, with no notification to the originator.   
 

2.15.4 Two approaches are possible: 
 
  a)In the direct end to end approach, user messages submitted and received are logged 
at each peer user system and the logs are later compared in order to detect mis-matches. 
 
  b)Alternatively, the probability of message loss occurring within the peer end systems 
could be computed by analysis of local traces, and the probability of message loss or mis-direction by the 
ICS computed separately, and then the figures combined. 
 
2.15.5 In any case, it is not possible to monitor the non-receipt statistics in real-time.  The analysis must 
be performed off-line, probably by statistical sampling rather than analysis of every user message.  The 
non-receipt statistics must then be aggregated over an agreed period of time.  [Req 59]. 
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2.16 Objective 15: Monitoring of User Message Transfer Times 
 
2.16 1 There is no general purpose mechanism to measure transit delay between application users.  An 
unconfirmed application message such as an ADS Report, has no acknowledgement, and in such cases the 
transit delay can only be definitively measured by use of time-stamps. 
 
2.16.2  On the other hand, a confirmed application service, such as CM-Logon, does provide an 
acknowledgement, but this has no real-time constraints and is thus unsuitable for measurement of transit 
delay.  Other application services have optional responses, such as CPDLC LACK messages, and these 
could potentially be utilised to measure round-trip times when present.  However, the processing delay 
within the target system is potentially significant and will need to be independently measured and 
factored out. 
 
2.16.3 A strategy for measurement of transit delay will need to be developed for each type of application.  
For unconfirmed application messages, this will need to be based on timestamps and synchronised clocks, 
or else some kind of systems management echo function will have to be defined.  For confirmed 
application services this may use the application's own acknowledgement procedures. 
 
2.16.4 To measure transfer times directly would require time-stamping of all application data at the 
moment it is submitted to the communications subsystem for sending.  Then, assuming synchronised 
clocks across the ATN, the receiving system can directly compare the times of sending and receiving.  If 
clocks are not synchronised, it would be possible to estimate the time differential between pairs of 
systems by the exchange of calibration messages.   
 
2.16.5 However, there is no systematic time-stamping of application APDUs in the currently-defined ATN 
applications.  Time stamps are available in: 
 

a)All CPDLC uplink and downlink messages, where the date/time can be set, with 1 sec resolution, 
by the CPDLC-User. 

 
b) All ADS reports sent air-ground, with 1 sec resolution. 

 
2.16.6 Use should be made of application time-stamps, where available, to estimate the end to end 
transfer delays of user messages.  [Req 60]. 
 
2.16.7 Where application messages are not time-stamped and/or there is no time synchronisation, the 
"typical" transit delay can be estimated via a round trip exchange.  The measure then includes "budgets" 
for human response times, system processing times and communication transit delays.  If no dialogue 
was in place, the delay includes the connection establishment delay and the transfer delay for the two 
messages.  Otherwise, the delay includes the data transfer delay for the two messages only. 
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2.16.8 For each confirmed application service, the mean and maximum round trip delay values can be 
measured directly.  [Req 61]. 
 
2.16.9 For all applications, including unconfirmed services, the transfer delay can be estimated by 
factoring out the delay imposed by the ATN internet and upper layers from the delay imposed by the 
human response time and system processing time.  The latter will be fairly static, while the ATN internet 
transit delays can be determined as described in 2.2.2.2.2.10: End to End Transit Delay. 
 
2.16.10 The objective is to maintain a log of user message transfer times vs.  requested ATSC class for 
offline statistical analysis.  Over a given period, the mean, 95% and 99.996% end to end transfer delays 
can then be computed for received user messages for each ATSC class.  [Req 62]. 
 
2.16.11 Note that it is not necessarily an error when an individual message exceeds one of the transfer 
time thresholds, since a finite percentage of messages are allowed to exceed the delay thresholds.  The 
question remains whether or not to: 
 
  a)signal to the peer users when an individual message exceeds one of the transit time 
thresholds, or 
 
  b)notify the SM manager when an individual message exceeds one of the transit time 
thresholds. 
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2.3 Summary of Performance Management Requirements 
 

  The following requirements have been derived from the preceding analysis.  There is 
also an implicit requirement [Req 63] to be able to selectively enable and disable event logging where a 
requirement to log an event is identified. 
 

General 
 
  All ATN systems are required to keep local event logs for the recording of designated 
systems management events.  Some mechanism must also be provided to transfer these logs to an 
offline processor. [REQ 1]. 
 
  All ATN Systems are required to log each successful and each unsuccessful attempt to 
establish a connection over a connection mode subnetwork. [REQ 24]. 
 
  All ATN Systems are required to log the number of successful and unsuccessful attempts 
to send a packet over a connectionless subnetwork. [REQ 24]. 
 
  All ATN Systems are required to log the number of packets sent and received over each 
subnetwork or subnetwork connection, and to count the volume of data sent and received, analysed by 
priority and ATSC Class. [REQ 26, REQ 32, REQ 38]. 
 
  All ATN Systems are required to log the time of uncommanded loss of a subnetwork 
connection. [REQ 28]. 
 
  When possible, ATN systems are required to log the time of each failure to transmit a 
packet over a connectionless subnetwork, and time of the next successful transmission attempt. [REQ 
28]. 
 
  All ATN Systems are required to keep a count of the number of packets received with a 
CLNP header checksum failure. [REQ 30]. 
 
  When Deflate is implemented, ATN Systems are required to keep a count of the number 
of packets received with a Deflate checksum failure. [REQ 30]. 
 
  On each connection mode subnetwork, an ATN system is required to log the time at 
which each connect request is sent and the time at which the connection is successfully established. 
[REQ 34]. 
 
  All ATN Systems are required to monitor average queue length analysed by priority 
during each sampling period, and to generate a notification when the average queue length exceeds a 
set threshold (high watermark) or drops below another set threshold (low watermark). [REQ 40, REQ 
41]. 
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  When subnetworks or subnetwork connections can be dynamically managed, Systems 
Management actions are required to be available to activate and deactivate them. [REQ 42]. 
 
  It should be possible to selectively enable and disable event logging where a requirement 
to log an event is identified. [REQ 63]. 
 

End System 
 
  The user application is required to record, in a local log, each successful attempt to 
establish an end-to-end connection [REQ 2]. 
 
  The user application is required to record, in a local log, each unsuccessful attempt to 
establish an end-to-end connection [REQ 3]. 
 
  The transport layer is required to record, in a local log, the number and total size of user 
messages sent on each transport connection, in a measurable time period. [REQ 5, REQ 15]. 
 
  The transport layer is required to record, in a local log, the number and total size of user 
messages received, with and without errors, on each transport connection, in a measurable time period. 
[REQ 6, REQ 15]. 

 
  The transport layer is required to record, in a local log, each connect request, and the time 
at which the connect request was issued. [REQ 18]. 
 
  The transport layer is required to record, in a local log, the time of each successful 
connection establishment. [REQ 19]. 
 
  The transport layer is required to record, in a local log, each uncommanded transport 
connection loss. [REQ 8]. 
 
  The transport layer is required to record the measured round trip delay between 
transmission of a TPDU and its acknowledgement together with an indication of whether the TPDU 
marks the end of a TSDU. [REQ 10]. 
 
  When authentication is implemented, authentication failures are to be logged. [REQ 13]. 
 
  The Dialogue Service is required to record, in a local log, each connect request, and the 
time at which the connect request was issued. [REQ 17]. 
 
  The Dialogue Service is required to record, in a local log, the time of each successful 
connection establishment. [REQ 19]. 
 
  The number, average and maximum size of CLNP packets sent and received during a 
reporting period are required to be logged.  These are to be analysed by ATSC Class and priority, and 
by each data link. [REQ 21]. 
 
  The mean transit delay of packets through an End System is required to be measured 
under various loading conditions. [REQ 22]. 
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  An event is required to be logged whenever a user message crosses the notional ASE 
service boundary. [REQ 58]. 
 
  Use should be made of application time-stamps, where available, to log the end to end 
transfer delays of user messages. [REQ 60]. 
 
  For each confirmed application service, the round trip delay between request and 
confirmation messages should be logged. [REQ 61]. 
 

 Router 
 

  ATN Routers are required to keep counts of packets forwarded and data volumes, 
analysed by priority and ATSC Class. [REQ 39]. 
 
  ATN Routers are required to log packet discards by discard reason. [REQ 43]. 
 
  When the rate of packet discards due to congestion in a given period exceeds a defined 
threshold, then a notification should be sent to a network manager. [REQ 44]. 
 
  System specific parameters that affect forwarding performance should be logged [REQ 
45]. 
 
  Changes to the number of entries in a Router's FIB should be logged. [REQ 46]. 
 
  ATN Routers are required to log each route received and each route advertised to another 
router, recording the time received/advertised. [REQ 47]. 

 
  ATN Routers are required to maintain synchronised clocks, to a specified accuracy, for 
event logging purposes. [REQ 48]. 
 
  An Air/Ground Router should log the establishment and termination of adjacencies with 
Airborne Routers [REQ 50]. 
 
  An Air/Ground Router should log the establishment and termination of subnetwork 
connections with Airborne Routers [REQ 51]. 
 
  Depending on the performance assessment model adopted, ATN Routers may be required 
to meter each data flow, counting number of packets and data volumes for each identified data stream, 
where a data stream is identified by a unique combination of source, destination, priority and ATSC 
Class. [REQ 53]. 
 
  Depending on the performance assessment model adopted, ATN Routers may be required 
to meter the number of packets and data volumes received from each identified source and sent to each 
identified destination.  Separate meters are required for each ATSC Class and priority. [REQ 56]. 
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    Offline Analysis Tools 
   
  A tool is required to process logs of connection establishment successes and failures in 
order to determine the service availability. [REQ 4].  
 
  A tool is required to process logs of messages sent and received on individual transport 
connections and to correlate the logs at both ends of the same transport connection, in order to 
determine reliability. [REQ 7]. 
 
  A tool is required to analyse transport layer logs for uncommanded transport connection 
disconnects and the later successful re-establishment to the transport connection to the same destination, 
if any.  This is to measure service continuity. [REQ 9]. 
 
  A tool is required to analyse TPDU round trip delay logs in order to estimate the average 
transit delay per user message. [REQ 11]. 
 
  A tool is required to analyse the user messages recorded (both airborne and ground).  
The tool would correlate individual messages and compare them for any loss of data integrity.   
[REQ 12]. 
  A tool is required to analyse logs of security authentication failures, in order to assess the 
data integrity achieved. [REQ 14]. 
 
  A tool is required to analyse logs of messages sent and received per transport connection, 
correlated with application type, in order to determine the achieved throughput for each application. 
[REQ 16]. 
 
  A tool is required to analyse End System logs to determine the load placed on the 
network by the End System. [REQ 23]. 
 
  A tool is required to analyse subnetwork access logs in order to derive the percentage 
availability of each subnetwork. [REQ 25]. 
 
  A tool is required to analyse subnetwork usage logs, to correlate the logs of all users of a 
given subnetwork, and hence to determine subnetwork reliability. [REQ 27]. 
 
  A tool is required to analyse subnetwork logs in order to determine the continuity of 
service. [REQ 29]. 
 
  A tool is required to analyse packet received counts, and CLNP Header and Deflate 
checksum failures in order to assess subnetwork integrity. [REQ 31]. 
 
  A tool is required to analyse logs of data volumes sent over each subnetwork in order to 
determine the achieved throughput. [REQ 33]. 
 
  A tool is required to analyse logs to determine the connection establishment delay for 
subnetworks, transport and dialogue services. [REQ 35, REQ 20]. 
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  A tool is required to analyse logs of subnetwork usage in order to compare achieved 
utilisation against available capacity and hence to identify where excess capacity may exist. [REQ 36]. 
 
  A Network Design Model is required for capacity planning purposes. [REQ 37]. 
 
  A tool is required to analyse router logs of packets forwarded and discarded and hence to 
assess router throughput. [REQ 43]. 
 
  A tool is required to measure route convergence rates and to predict future trends in route 
convergence rates. [REQ 49]. 
 
  A tool is required to analyse the impact on an Air/Ground Router of the number of 
Airborne Router adjacencies and subnetwork connections that it supports. [REQ 52]. 
 
  Depending on the performance assessment model adopted, a tool may be required to 
analyse data stream meters in order to determine throughput and reliability as provided to each service 
user. [REQ 54]. 
 
  A tool is required to generate echo packets in order to measure roundtrip delay and hence 
transit delay for each identified data stream. [REQ 55, REQ 57]. 
 
  Depending on the performance assessment model adopted, a tool may be required to 
analyse meters at entry and exit points in order to determine throughput and reliability as provided by 
the Service Provider. [REQ 56]. 
 
  A tool is required to compare end system logs of user messages sent versus those 
delivered, non-delivered and mis-delivered.  The non-receipt statistics must then be aggregated over an 
agreed period of time.   [REQ 59]. 
 
  A tool is required to analyse logs of user message transfer times vs.  requested ATSC 
class.  Over a given period, the mean, 95% and 99.996% end to end transfer delays should be 
computed for received user messages for each ATSC class. [REQ 62]. 
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Open Issues 

 
  A strategy is required on a per subnetwork basis to measure transit delay over that 
subnetwork. 
 
  Subnetwork specific monitoring criteria need to be developed. 
 
  There is the potential need for an industry group to collate together ISP performance 
statistics and to plan development of future capacity. 
 
  The question remains whether or not to signal to the peer users and/or notify the SM 
manager when an individual user message exceeds one of the transit time thresholds. 
 
  A strategy for measurement of transit delay will need to be developed for each type of 
application. 
 

"User" Communications Performance Over ATN 
 
  Communications performance (per Doc.  9705, Table 1-1, ATSC class specifying 95% 
one-way transit delay) is specified by "user" systems in the initial connection request for e.g.  CPDLC, 
ADS, or CM. 
 
  The sender of a user message thus requests that a particular ATSC class be assigned to 
that message.  The ATN Internet will use best endeavours to honour that request.  If the requested 
ATSC class is unavailable, the first known ATSC class higher than that requested or, if there is no such 
route, the first known route of lower ATSC class than that requested is provided.   
 
  The recipient of a user message knows the ATSC class requested for the current dialogue, 
but has no knowledge of the ATSC class(es) of the route actually used.  (For example, for CM, the 
ground "user" system has no means of knowing the ATSC class available or used for the CM Logon 
request, i.e.  the ground "user" system is unaware of the sub-network used, or the comm performance 
available, at time of log-on). 
 
  For example, when a "user" system requests a connection, it specifies an ATSC comm 
class C or D, e.g.  within a CPDLC_connect_request issued by a ground system.  If the requested 'C' 
is not available, and there is no better class available, the next best would be offered until 'no 
preference' is reached.  Neither the requesting nor confirming "user" is notified of the class eventually 
used. 
 
  If communication via any path, at any class, is or becomes completely unavailable, the 
"user" is notified by a provider abort (i.e.  in the example case, TP4 notifies the Dialogue Service, 
which notifies the CPDLC ASE, which notifies both the air and ground "user" systems via the 
CPDLC-provider-abort service). 
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  The ATSC class established and made available for a connection is dependent upon 
sub-network availability (e.g.  VHF, Mode-S, Satellite), and performance subsequently provided to the 
"users" can therefore change after connection is established if, for example, a sub-network becomes 
available or is temporarily lost.  This can happen between "user" messages, or within the same "user" 
message, and will result in a performance increase or degradation over that previously observed for 
these "users".  The requesting "user" is not notified of any such changes, but must infer it from 
observed performance. 
 
  Systems Management (SM) functions could report e.g. excessive delays, based on 
monitoring done by protocol layer (e.g.  transport, CPDLC ASE).  The output of such SM functions 
could for example be communicated to technical watch facilities, or the "user" systems, if desired.  
This has not yet been specified.  Such notifications could then be used for example to terminate 
communications if the offered performance went too low, though this would ignore the fact that any 
degradation could be only temporary.  SM functions are designed for communications system 
monitoring, and not for "user" service observation.  Therefore, use of SM functions may provide 
information to the "users", but should not be viewed as a replacement for operational datalink Service 
level monitoring. 
 
  Recommendations for initial ATN datalink operations have been made in other fora as 
follows: 
 
  a)End Users should identify requirements for the SM Manager specifications to 
enhance, but not replace, Service level monitoring.  This could include e.g.  aborting the link based on 
performance observed for other "users" and this aircraft (e.g.  AOC exchanges), or aborting the link if 
the available sub-networks are reduced to only those known to be incapable of meeting the originally 
specified class of service based on static definitions. 
 
  b)ATN "user" systems should consider implementing timer monitoring functions for 
CPDLC connection requests, and connection triggering messages for ADS, to establish the current 
performance being offered. 
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  c)ATN "user" systems should consider implementing timer monitoring functions for 
other regular exchanges, at the Service Level, to identify changes in performance levels.  The aim 
would be to terminate the connection if performance drops below that operationally required for 
datalink in the area concerned. 
 
  For those End User systems which use Logical Acknowledgements, CPDLC round-trip 
monitoring could be based on LACK messages.  
 
 

 


